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#### Abstract

The formation of the hydrogen ( $p, d$, and ${ }^{3} \mathrm{H}$ ) and helium isotopes $\left({ }^{3} \mathrm{He}\right.$ and ${ }^{4} \mathrm{He}$ ) in ${ }_{44}^{96} \mathrm{Ru}+{ }_{44}^{96} \mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV has been studied. For the most central collisions, the rapidity distributions and the production yields of the proton and light fragments were calculated from fitting the invariant spectra by the simple thermal blast model formula, and the radial flow velocity and the temperature were extracted at the mid-rapidity. In addition, for the central, semicentral, and peripheral collisions, the differential elliptic flow, $v_{2}$, as a function of transverse momentum, $p_{t}$, of the proton and light fragments were analyzed. The scaled differential elliptic flow of light fragments, $v_{2} / n$, where $n$ is the number of composite nucleons, as a function of the scaled transverse momentum, $p_{t} / n$, were compared to that of proton in each collision centrality. The observed scaling phenomenon of the elliptic flow for light fragments may imply the nucleon coalescence scenario in heavy-ion collisions at SIS18 energies.

As the second part of this thesis, we have designed and built prototype multigap timing resistive plate chambers which consist of four gaps, made of normal glass plates and a strip readout plane. The characteristics of the chambers have been investigated in avalanche-mode operation with the mixed gases consisting of $\mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $\mathrm{SF}_{6}$, by using cosmic ray muons. The efficiency is larger than $90 \%$ and the time resolution is less than 95 ps in the operational high-voltage plateau region, which extends at least 400 V . The fraction of the non-Gaussian tail in the time spectra is about $2 \%$, which satisfies the required performance of the time-of-flight measurement. The results demonstrate that the current design of the chambers can be utilized for the charged particle identification in collision experiments.
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## PART I

Production of the proton and light fragments in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV


## Chapter 1

## Part I : Introduction

In the ongoing relativistic heavy-ion collision experiments, the properties of hot and dense nuclear matter depending on the temperature and density are being investigated [1, 2, 3]. The experimental observables are the particle production, the kinematic properties of the various hadrons, and the collective flow $[4,5]$.

### 1.1 Nuclear matter

Figure 1.1 shows the nuclear phase diagram as functions of the temperature $(\mathrm{T})$ and the baryonic chemical potential $\left(\mu_{B}\right)$, which is lowest energy state of the particle in a system. Figure 1.1 displays the freeze-out points determined by several heavy-ion experiments [6]. The chemical freeze-out is defined the state when the inelastic collisions stop and the relative particle ratios and yields are fixed. The thermal freeze-out is defined the state when the elastic collisions stop and the transverse momentum spectra do not change any longer.

For relatively low $\mu_{B}$ and high temperature region, the phase transition from the hadron gas to the quark-gluon-plasma (QGP) $[1,7]$ has been searched

by using the relativistic heavy ion collider (RHIC) at the Brookheaven National Laboratory (BNL) in the USA [8] and to be searched at the Large Hadron Collider (LHC) at the Europeaon Organization for Nuclear Research (CERN) in Switzerland [9]. The QGP is the new form of the matter state consisting of the deconfined quarks and gluons, predicted by the quantum chromodynamics (QCD) [10]. The QCD is responsible for the strong interaction among hadrons and partons.

On the other hand, for the relatively low temperature and high baryon density, the properties of nuclear matter has been studied by using the heavyion synchrotron (Schwerionensynchrotron:SIS) at Gessellschaft für Schwerionenforschung (GSI). The SIS can accelerate various nuclei up to 2 GeV per nucleon $(A \mathrm{GeV})$. The typical timescale of the collision at SIS energies is about $5 \sim 10 \mathrm{fm} / \mathrm{c}$ which is consistent with approximately $2 \times 10^{-23} \mathrm{~s}$. The temperature of 100 MeV corresponds to $1.2 \times 10^{12} \mathrm{~K}$. The FOPI collaboration has been studied the strangeness production for the in-medium effect at near or sub-threshold energy [11, 12, 13, 14], the nulcear stopping power which is the degree of energy loss of the particles in the fireball [ $15,16,17$ ], and the collective flow of the particles $[18,19,20,21]$.

The equilibrated nuclear matter produced in heavy-ion collisions can be characterized by nuclear equation-of-state (EOS), which relates the energy with the compressibility [2]. The EOS can be obtained by analyzing the kinematic distribution and collective flow of various particles. The total energy in the center of mass is composed of the compressional $\left(E_{c}\right)$, the thermal $\left(E_{t h}\right)$, and the ground state $\left(E_{0}\right)$ energies [22]:

$$
\begin{equation*}
E(\rho, T)=E_{c}(\rho, T=0)+E_{t h}(\rho, T)+E_{0} . \tag{1.1}
\end{equation*}
$$

where $\rho$ is the nuclear matter density. The excited hot and dense nuclear matter has a bigger compression pressure, represented as the compressibility $(\kappa)$, defined as the following relation [23]:

$$
\begin{equation*}
\kappa=9 \rho_{0}^{2} \frac{d^{2}}{d \rho^{2}}\left(\frac{E}{A}\right) . \tag{1.2}
\end{equation*}
$$

A stiff EOS with $\kappa=380 \mathrm{MeV}$ and a soft EOS with $\kappa=200 \mathrm{MeV}$ are commonly used as shown in figure 1.2 [24].



Figure 1.1: Phase diagram of the nuclear matter in temperature and baryon chemical potential $[3,6]$.



Figure 1.2: Equation-of-state of the nuclear matter with the compressibility parameter $\kappa=380 \mathrm{MeV}$ (stiff) and $\kappa=200 \mathrm{MeV}$ (soft) [24]. The nuclear matter density in the ground state $\left(\rho_{0}\right)$ is $\sim 0.17 \mathrm{fm}^{-3}$.

### 1.2 Collective flow

The collective behaviour of compressed nuclear matter in heavy-ion collisions is depicted in figure 1.3 [25, 26, 27]. The azimuthal distribution of the particles can be studied with respect to the reaction plane which is defined by the impact parameter and beam direction. The in-plane particle emission in forward direction, so called directed or sideward flow, can occur when the spectator is deflected by the participant matter. There are also in- and out-ofplane particle emissions at mid-rapidity, so called elliptic flow, and, specially, the out-of-plane emission is called the squeeze-out. The elliptic flow can take place by the pressure gradients within the expanding nuclear matter.

For the collective flow, the normalized azimuthal distribution can be fitted as follow:

$$
\begin{equation*}
\frac{d N}{d \phi}=\frac{1}{2 \pi}\left(1+\sum_{n=1}^{\infty} 2 v_{n} \cos (n \phi)\right) \tag{1.3}
\end{equation*}
$$

where $v_{n}=\langle\cos (n \phi)\rangle$ is the $n$-th Fourier coefficient. The anisotropical emission of particles can be characterized by the coefficients, $v_{n}$. The $v_{1}$ and $v_{2}$ describe the sideward and elliptic flows of expanding source, respectively:

$$
\begin{align*}
& v_{1}=\langle\cos \phi\rangle=\left\langle\frac{p_{x}}{p_{t}}\right\rangle \\
& v_{2}=\langle\cos 2 \phi\rangle=\left\langle\frac{p_{x}^{2}-p_{y}^{2}}{p_{x}^{2}+p_{y}^{2}}\right\rangle \tag{1.4}
\end{align*}
$$

Systematic analysis has shown that the elliptic as well as the directed flows are maximum at a beam energy around 0.4 AGeV , and varies weakly between 0.25 and 0.8 AGeV in $\mathrm{Au}+\mathrm{Au}$ collisions as shown in figure 1.4 [26]. For $<\cos \phi>$, flowing and anti-flowing are represented by positive and negative slopes, respectively, as a function of the rapidity. For $\langle\cos 2 \phi\rangle$, negative value implies the squeeze-out and positive value implies the in-plane elliptic flow with respect to the reaction plane.



Figure 1.3: Schematic diagram of in-plane bounce-off and out-of-plane squeeze-out with respect to the reaction plane, defined by the impact parameter and beam direction [2].


Figure 1.4: Sideward $\left(v_{1}\right)$ and elliptic $\left(v_{2}\right)$ flows of nucleons and pions in $\mathrm{Au}+\mathrm{Au}$ collisions as a function of beam energy. Maximum elliptic flow is expected at a beam energy around $0.4 A \mathrm{GeV}$ [26].


### 1.3 Nucleon coalescence model

To describe the yields and momentum spectra of light fragments produced in heavy-ion collisions, the nucleon coalescence model was invented. The basic idea is that any two nucleons, whose relative momentum are within a certain momentum, $p_{0}$, of each other, coalesce to form a deuteron, and that any three nucleons within another $p_{0}$ form a triton, etc. Historically, Butler and Pearson developed the model for deuterons in 1960's [28, 29]. Successively, Schwartzschild, Zupancic, and Gosset et al. developed the model for the formation of ${ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ by using a simplified phenomenological extensions of the Butler-Pearson model [30]. Later Schwartzschild and Zupancic extended the model to composite particles from nucleon-nucleus collisions [31], and Gosset et al. formulated their phenomenological model for nucleus-nucleus collisions [32].

### 1.3.1 Coalescence parameter $B_{A}$

The cluster formation can be characterized by the invariant coalescence factor $\left(B_{A}\right)$ from the invariant nucleon and cluster momentum spectra via the equation

$$
\begin{equation*}
E_{A} \frac{d^{3} N_{A}}{d p_{A}^{3}}=B_{A}\left[\left(E_{p} \frac{d^{3} N_{p}}{d p_{p}^{3}}\right)^{Z}\left(E_{n} \frac{d^{3} N_{n}}{d p_{n}^{3}}\right)^{N}\right]_{p_{p}=p_{n}=p_{A} / A} \tag{1.5}
\end{equation*}
$$

where $p_{A}=A p_{p}$ is the momentum of the cluster and $A=Z+N$ is the mass number of the cluster. $Z$ and $N$ are the numbers of proton and neutron, respectively, and $p_{p}$ and $p_{n}$ are the momenta of proton and neutron, respectively [33]. In figure 1.5, the double differential cross sections of light fragments are shown as a function of the particle energy in a laboratory frame from the irradiation of uranium by ${ }^{20} \mathrm{Ne}$ ions at 0.25 (bottom) and 0.4 (top) $A \mathrm{GeV}[34]$. The solid lines are the calculations by the coalescence model.



Figure 1.5: Double differential cross section of light fragments as a function of the particle energy in a laboratory frame in ${ }^{20} \mathrm{Ne}+\mathrm{U}$ at 0.25 (bottom) and 0.4 (top) $A \mathrm{GeV}$ [34]. The solid lines are the calculations by the coalescence model.

### 1.3.2 Scaled differential elliptic flow

The collective flow can be used to test the nuclear coalescence scenario in heavy-ion collisions. If the production of the light fragments $\left(d,{ }^{3} \mathrm{H},{ }^{3} \mathrm{He}\right.$ and ${ }^{4} \mathrm{He}$ ) are produced by the coalescence mechanism in a collision, the scaled differential elliptic flow, $v_{2} / n$, where $n$ is the number of composite nucleons, as a function of the scaled transverse momentum, $p_{t} / n$, would agree with the differential $v_{2}$ distribution of protons.

## Chapter 2

## Part I : FOPI detector and the experimental condition

The FOPI detector has been used for a fixed-target heavy-ion experiment at the 'Schwerionensynchrotron' (SIS) of the 'Gesellschaft fur Schwerionenforschung' (GSI) in Darmstadt, Germany. The SIS can accelerate various heavy-ion beams from 0.1 to 2.0 GeV per nucleon in order to study the properties of hot and dense nuclear matter. Schematic figure of the accelerator facilities and experimental areas are shown in figure 2.1, and the details of the SIS are shown in figure 2.2. In the synchrotron the available kinetic energy of heavy ion beam can be obtained by the following formula :

$$
\begin{equation*}
\frac{E_{\text {beam }}}{A}=m_{p} c^{2}\left(\sqrt{1+\left(\frac{B \rho c}{m_{p} c^{2}} \frac{Q}{A}\right)^{2}}-1\right) \tag{2.1}
\end{equation*}
$$

where $A$ and $Q$ are the mass number and charge, respectively, of the beam, $m_{p}$ is the mass of proton, $c$ is the speed of light, and $B \rho$ is the magnetic rigidity of the synchrotron. The maximum rigidity of the SIS is 18.7 Tm .

The FOPI detector covers nearly full solid angle ( $4 \pi$ ) by the subdetector systems which consist of the two drift chambers and scintillation detectors [11]. It is able to detect charged particle, i.e. light mesons ( $\pi^{ \pm}$,


Figure 2.1: Schematic figure of the accelerator facilities and the experimental areas at the GSI: The FOPI detector is located in the cave B.



Figure 2.2: Details of the SIS

$\left.K^{ \pm}\right)$, hydrogen ( $p, d,{ }^{3} \mathrm{H}$ ) and helium isotopes ( ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ ), and heavier fragments. The following subsections describe the FOPI detector and the experimental setup for the S183 experiment.

### 2.1 S183 experiment

The S183 experiment had been performed with the FOPI detector at SIS/GSI in 1996. Figure 2.3 shows the outline of the experimental setup with its dimensions. We used two stable isobaric nuclei $\left({ }_{44}^{96} \mathrm{Ru}\right.$ and $\left.{ }_{40}^{96} \mathrm{Zr}\right)$, which have the largest ratio between neutron and proton numbers ( $\mathrm{N} / \mathrm{Z}$ ) in the Periodic Table for relatively large masses. The major goals of the S183 experiment were

- Production and flow of the strangeness particles at near or sub-threshold beam energies
- $N / Z$ equilibration: a degree-of-mixing among projectile and target nucleons

The ${ }_{44}^{96} \mathrm{Ru}$ target of $431 \mathrm{mg} / \mathrm{cm}^{2}$ was supported in a very thin 10 mm diameter aluminum ring. It contained $96.52 \% A=96$ species in isotope abundances. The ${ }_{40}^{96} \mathrm{Zr}$ target of $507 \mathrm{mg} / \mathrm{cm}^{2}$, with Zr component of $380 \mathrm{mg} / \mathrm{cm}^{2}$, contained $95.6 \% A=96$ in isotope abundances. The diameter of the targets were 10 mm and they positioned between two Kapton foils of $3.65 \mathrm{mg} / \mathrm{cm}^{2}$ each.

The interaction probability $\left(p_{\text {int }}\right)$ between the beam and the target can be calculated by the following formula

$$
\begin{equation*}
p_{\text {int }}=\rho l_{z} \frac{N_{A}}{A} \sigma_{t o t}^{g e o}=\rho l_{z} \frac{N_{A}}{A}\left(\sqrt[3]{A_{p}}+\sqrt[3]{A_{t}}\right) r_{0} \tag{2.2}
\end{equation*}
$$

where $\rho$ and $A$ are the density and mass, respectively, of the target material, $l_{z}$ is the target thickness $(\sim 100 \mu \mathrm{~m}), N_{A}$ is the Avogadro constant. Here, $\sigma_{\text {tot }}^{g e o}$ is the total geometrical cross section for a reaction between projectile and target nucleus. The both targets were designed to have $1 \%$ interaction probability in a given minimum beam intensity and a given thickness of the target.



Figure 2.3: Experimental setup for the S183 experiment.


Figure 2.4: FOPI detector with indication of sub-detectors.

### 2.2 FOPI detector

The sub-detectors of FOPI consist of two drift chambers, which are Central Drift Chamber and Helitron, and the plastic scintillation detectors named Plastic Wall and Barrel [35]. A schematic view of the detector is shown in figure 2.4. The charateristics and the performances of sub-detectors are presented in the following subsections.

### 2.2.1 Start systems

The start system consists of the start detector, which is used to count incoming ions and provides the reference time $t_{0}$ for all sub-detectors, and two veto detectors, dubbed as Halo1 and Halo2, which deliver the veto signal for badly focussed beam particles. The start (S) and two veto detectors (H1 and H2) are shown in figure 2.3. The start detector located at 2.5 m upstream of the target consists of a thin scintillator plate, tilted by $45^{\circ}$ from the vertical axis. The signal is read out by two photomultiplier tubes (PMTs) [36]. The time resolution of the start detector is $\sim 50 \mathrm{ps}$. Halo1 is placed right upstream of the start detector and Halo2 is located at 10 cm upstream of the target. Halo1 and Halo2 have a cylindrical hole in the middle in order to define the size of the beam. The anti-coincidence veto system with the start detector can reject the beams, which are not focused on the target.

### 2.2.2 Magnet

The superconducting magnet, whose dimensions are 3.3 m in length and 2.4 m in diameter, produces a homogeneous solenoidal magnetic field of 0.6 T parallel to the beam axis. The CDC, Helitron, and Barrel are placed inside the magnet as shown in figure 2.4. The transverse and total momenta of the charged particles can be measured from the curvature in the $x y$ plane and the polar angle $\theta$ due to their helical motion under the solenoidal magnetic field.

### 2.2.3 Central Drift Chamber (CDC)

The CDC is the main tracking system of the FOPI detector. It has a cylindrical geometry with conical end caps at the front and back side. The length in the beam axis is 2 m , and the inner and outer radii are 0.2 and 0.8 m , respectively, from the target. It has the full azimuthal coverage and the polar

acceptance covered from $33^{\circ}$ to $145^{\circ}$. The CDC consists of 16 sub-sectors in azimuth, and each sub-sector consists of 60 sense and 61 potential wires parallel to the beam axis. The sense wires are $30-\mu \mathrm{m}$-thick W - $\mathrm{Rh}(20 \%)$ with a resistance of $500 \Omega / \mathrm{m}$. The lengths of the sense wires vary between 86 and 190 cm depending on the radial coordinate [11]. The mixed gas, composed of $88 \% \mathrm{Ar}, 10 \%$ Isobutane, and $2 \% \mathrm{CH}_{4}$, flows at the atmospheric pressure. The drift voltage of -15 kV and potential voltage of -1.63 kV , which form homogeneous and high electric fields, are applied.

When the charged particles pass through the CDC gas volume, the ionized electrons drift toward the sense wires where the signals are collected. The drift velocity of electrons is about $45 \mu \mathrm{~m} / \mathrm{ns}$, which is compatible with the longest dead time, which is $\sim 5 \mu \mathrm{~s}$. The hit position on the wire is reconstructed by the method of the charge division [37, 38]. The position resolutions of the hit are estimated as $300 \mu \mathrm{~m}$ in the $x y$ plane and as 10 cm in the $z$-axis. In order to reduce the mirror track effect, the planes of sense and potential wires are tilted by $8^{\circ}$ and the sense wires are staggered by $\pm$ $100 \mu \mathrm{~m}$ in the planes. The trajectory of charged particle is curved by the homogeneous magnetic field of 0.6 T along the beam axis. The CDC is able to identify the particle species and to measure the momentum of the particle from its trajectory and the specific energy loss of the particle by the following Bethe-Bloch relation [36, 39]:

$$
\begin{equation*}
-\frac{d E}{d x}=K z^{2} \frac{Z}{A} \frac{1}{\beta^{2}}\left[\frac{1}{2} \ln \left(\frac{2 m_{e} c^{2} \beta^{2} \gamma^{2} T_{\max }}{I^{2}}\right)-\beta^{2}-\frac{\delta(\beta \gamma)}{2}\right] \tag{2.3}
\end{equation*}
$$

where $E$ : energy of incident particle $\left(\gamma M c^{2}\right)$
$z$ : charge number of incident particle
$Z$ and $A$ : Atomic number and mass of the absorber
$K / A\left(4 \pi N_{A} r_{e}^{2} m_{e} c^{2} / A\right)=0.3071 \mathrm{MeVg}^{-1} \mathrm{~cm}^{2}$ for $A=1 \mathrm{~g} \mathrm{~mol}^{-1}$
$N_{a}$ : Avogadro's number $=6.022 \times 10^{23} \mathrm{~mol}^{-1}$
$r_{e}$ : classical electron radius $\left(e^{2} / 4 \pi \epsilon_{0} m_{e} c^{2}=2.817 \mathrm{fm}\right)$
$m_{e}$ : electron mass ( $0.511 \mathrm{MeV} / c^{2}$ )
$\beta=v / c\left(\beta_{\max }=1\right)$
$v$ : speed of incident particle
$c:$ speed of light $\left(2.99792458 \times 10^{8} \mathrm{~m} / \mathrm{s}^{2}\right)$
$\gamma=1 / \sqrt{1-\beta^{2}}$

$T_{\text {max }}$ : maximum kinetic energy imparted to a free electron in a single collision $T_{m a x}=\frac{2 m_{e} c^{2} \beta^{2} \gamma^{2}}{1+2 \gamma m_{e} / M+\left(m_{e} / M\right)^{2}}$ with the incident particle of mass $(M)$

$$
T_{\max }=2 m_{e} c^{2} \beta^{2} \gamma^{2} \text { for } M \gg 2 \gamma m_{e} \text { due to the low-energy approximation [40] }
$$

$I$ : mean excitation energy
$\delta(\beta \gamma / 2)$ : density effect correction to the ionization energy loss
We can calculate the transverse and total momenta without the charge separation by the following equations

$$
\begin{align*}
& \frac{p_{t}}{z}=e \cdot r \cdot B  \tag{2.4}\\
& p / z=\frac{p_{t} / z}{\sin (\theta)} \tag{2.5}
\end{align*}
$$

where $e=0.3 \mathrm{~T}^{-1} \mathrm{~m}^{-1}$, is the elementary charge, $z$ is charge number of incident particle, $B$ is magnetic field in tesla, and $r$ is track radius of incident particle in meter in the $x y$ plane.

The tracking code starts to look into the window of small track density in the $x y$ plane, which is usually the outer circumference of the CDC. Three hits are selected, and they define a circle reaching the origin for the fixed target $(x, y)=(0,0)$. Successively the tracker softwares keep checking whether there are related hits in the defined circle and refitting the circle with new hits up to the inner radius of the CDC. Finally, the circle becomes the reconstructed track for the charged particle.

The primary vertex of the event can be determined by using the interpolation method from the reconstructed track to the target position. But the interpolated points of all tracks have some allowance for the target position due to the finite resolution of the detector $\left(\sigma_{x y}=300 \mu \mathrm{~m}, \sigma_{z}=10 \mathrm{~cm}\right)$. Especially, the polar angle of the particle can be distorted by the position resolution in the $z$-axis. It can be corrected by means of refit procedure which forces the reconstructed vertex position to the origin [37]. The uncorrected events and tracks are called freefit.

The energy loss resolution, $\sigma(d E / d x) /(d E / d x)$, as a function of $d E / d x$

in the CDC is estimated between 15 and $25 \%$. The transverse momentum resolution, $\sigma\left(p_{t}\right) / p_{t}$, which is calculated from Iso-spin Quantum Molecular Dynamics(IQMD) simulations by using an event generator and the GEANT package [41], rises from $4 \%$ for $p_{t}<0.5 \mathrm{GeV} / c$ to about $12 \%$ for $p_{t}=2 \mathrm{GeV} / c$ [42].

The IQMD model is based on the QMD, considering that the isospin degrees of freedom enter into the cross sections and also the Coulomb interactions. The QMD model is the $n$-body theory which simulates heavy-ion reactions at intermediate energies on an event-by-event basis. In many cases, the QMD model can describe the non-equilibrium feature of the heavy-ion collisions as the constituents can explicitly interact with each other [23, 22].

### 2.2.4 Helitron

The Helitron is the drift chamber for tracking of the charged particles in the forward region. It covers the full azimuthal angle, and the polar angle from $7^{\circ}$ to $30^{\circ}$ in the laboratory frame. It consists of 24 sectors in azimuth, and each sector contains 54 potential and 53 sense wires, which run along radially. The potential wires are made of $125-\mu \mathrm{m}$-diameter CuBe , and the sense wires are $50-\mu \mathrm{m}$-diameter NiCr with $1 \mathrm{k} \Omega / \mathrm{m}$ resistivity [11, 37]. The Helitron is operated with the same gas mixture as the CDC. The track reconstruction method of the particle is also similar to that of the CDC [38, 43].

### 2.2.5 Barrel

The Barrel consists of 180 plastic scintillators, whose dimensions is 240 $\times 4 \times 3 \mathrm{~cm}^{3}$. They are located at a radius of 111 cm from the beam axis and parallel to the beam axis. It covers about $75 \%$ of full azimuthal angle in the polar angle coverage from $39^{\circ}$ to $130^{\circ}$ [44]. The PMTs are connected at both ends of each scintillator, and the measured signals provide the time-of-flight ( $t_{\text {ToF }}$ ) and hit position $(z)$ on the $z$-axis as the following relation:


$$
\begin{gather*}
t_{\text {ToF }}=\frac{t_{L}+t_{R}}{2}-\frac{L}{2 v_{\gamma_{p r o p a}}}  \tag{2.6}\\
z=\frac{t_{L}-t_{R}}{2} v_{\gamma_{\text {propa }}} \tag{2.7}
\end{gather*}
$$

where $t_{L}$ and $t_{R}$ denote the arrival times of the signal at both ends of the scintillator, $L(=240 \mathrm{~cm})$ is the length of scintillator, and $v_{\gamma_{\text {propa }}}(\sim 16 \mathrm{~cm} / \mathrm{ns})$ denotes the propagation velocity of the light in the scintillator. The time and position resolutions of the Barrel are $\sim 300 \mathrm{ps}$ and $\sim 8 \mathrm{~cm}$, respectively. The azimuthal angle resolution is $2^{\circ}$ limited by the dimensions of the scintillator. The velocity of the particle can be calculated from $t_{\text {ToF }}$ and $z$ by the following relation:

$$
\begin{equation*}
v=\frac{s}{t_{T o F}}=\frac{\left[2 \rho \sin ^{-1}\left(\frac{R_{B}}{2 \rho}\right) / \sin \left(\theta_{l a b}\right)\right]}{t_{T o F}} \tag{2.8}
\end{equation*}
$$

where $s$ is the flight path of the particle, $\rho$ is the curvature radius of particle trajectory, $\theta_{\text {lab }}$ is the emission polar angle, and $R_{B}(=111 \mathrm{~cm})$ is the distance from the beam axis to the scintillators [45]. The geometrical matching between the tracks of the CDC and the hits in the Barrel is required in order to improve the particle identification with certain matching conditions.

### 2.2.6 Plastic Wall (PLAWA)

The PLAWA consists of 512 scintillator strips which are grouped into 8 radial sectors made of 64 strips. It covers a full azimuthal angle, and polar angle from $7^{\circ}$ to $30^{\circ}$ in the laboratory frame. Each strip has a rectangular area of $1.8 \times 2.4 \mathrm{~cm}^{2}$ and each strip is read out by PMTs at both ends. Two energy signals $\left(E_{L}, E_{R}\right)$ and measured energy loss $(\Delta E)$ are related by the following relation:

$$
\begin{equation*}
\Delta E \propto \sqrt{E_{L} E_{R}} \tag{2.9}
\end{equation*}
$$



Two time signals $\left(t_{L}, t_{R}\right)$ and time-of-flight $\left(t_{T o F}\right)$ are connected by the equation 2.6. The hit position $x$ is connected to $t_{L}$ and $t_{R}$ by the equation 2.7 or the following relation:

$$
\begin{equation*}
x \propto \ln \left(E_{L} / E_{R}\right) \tag{2.10}
\end{equation*}
$$

The velocity also can be calculated by the equation 2.8. The active scintillator lengths are different from 45 cm at $\theta_{\text {lab }}=7^{\circ}$ to 165 cm at $\theta_{\text {lab }}=30^{\circ}$, and time resolution $\sigma_{T o F}$ varies between 80 and 120 ps , which correspond to 1.2 and 2 cm , respectively, of position resolution. The PLAWA gives fast information of the charged particle multiplicity in an event, thus it is suited for the online trigger. The present isospin experiment had three specific event triggers at the hardware levels [46]. Minimum bias is triggered for PMUL $\geq 1$, Medium bias for $\sim 50 \%$ of the Minimum bias rate, and Central bias for $\sim 10 \%$ of the Minimum bias rate.

### 2.2.7 Zero-Degree Counter (ZDC)

The ZDC is made of 252 trapezoidal shape scintillator paddles which are arranged in seven concentric rings, and it has the polar angle coverage from $1^{\circ}$ to $7^{\circ}$ in the laboratory frame. The ZDC measures the time-of-flight $\left(t_{\text {ToF }}\right)$ by equation 2.6 , the velocity $(v)$ by equation 2.8 , and the energy loss $(\Delta E)$ by equation 2.9.


## Chapter 3

## Part I : Analysis

In this chapter, the event selection, the collision centrality determination, the track quality assurance, the charge seperation, and the particle identification will be presented. For the backward region, the matching efficiency between the CDC and the Barrel has been obtained. And we have calculated the matching efficiency between the Helitron and the PLAWA for the forward region. The CDC track efficiency has been determined by the simulation result of the IQMD model.

### 3.1 Event selection

The major sources of the experimental background events are the double beam interactions and the non-target events for the beam to collide with the material other than the target.

### 3.1.1 Double beam interaction

The double beam interaction events can not be distinguished in a certain time interval. The sub-detectors of the FOPI have different dead times


Figure 3.1: Deposited energy (top) and arrival time (bottom) distributions of the start counter in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The shaded areas represent the selection criteria of good interaction events.
due to the reponse time of the scintillation counters and the drift velocity of the drift chambers. Unless the time interval between two incoming ions is larger than 100 ns they can not be seperated by the trigger system [37, 45]. The deposited energy and the arrival time distributions of the start counter are used shown in figure 3.1. The measured energy loss due to double beam interaction events is expected to be about double of the single event, and it results in two peak structure. Therefore, we regard the peak near 400 channels in the energy deposit distribution in figure 3.1 as good events.

### 3.1.2 Non-target event

The non-target upstream events are not fully rejected by the halo detectors and the trigger system. The beam can interact with not only the target but also the start counter, beam pipe, the exit window of the vacuum pipe in the beam line, and other air molecules near beam path, etc. In figure 3.2, the cut has been applied to the reconstructed primary vertex distributions with a certain tolerance taking into account for the target size ( 10 mm diameter and $100 \mu \mathrm{~m}$ thickness) and the detector performance ( $300 \mu \mathrm{~m}$ position resolution in the $x y$ plane and 10 cm position resolution in the $z$-axis). The discontinuous distribution of $z_{\text {vertex }}$ at $\pm 20 \mathrm{~cm}$ is due to the refit procedure, forcing the event vertex at the target position. The vertices in $\left|z_{v e r t e x}\right| \leq 20 \mathrm{~cm}$ are refitted as shown in figure 3.2.

### 3.2 Collision centrality

The total multiplicity of the charged particle is used to identify the collision centrality of the collisions. The particle multiplicity in the central collisions is expected to be higher than that in the peripheral collsions [47]. The total multiplicity distributions of the charged particles in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV are shown in figure 3.3. In this analysis, the total multiplicity (TMUL) is defined by the sum of the multiplicities measured by


## Ru+Ru at 1.528 AGeV



Figure 3.2: Primary vertex distributions in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV : $\mathrm{x}_{\text {vertex }}$ (top left) and $\mathrm{y}_{\text {vertex }}$ (top right) are in the $x y$ plane and $\mathrm{z}_{\text {vertex }}$ (bottom) is along the beam axis.


Figure 3.3: Total multiplicity distributions of the charged particles in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ : Minimum bias (solid line: Min), Medium bias (dashed line: Med), Central bias (dashed-dot line: Cen) are shown. The downward arrows indicate the lowest cut values for the centrality conditions for this analysis.

the CDC (CMUL) and PLAWA (PMUL):
TMUL = CMUL + PMUL.

The total multiplicity distributions are weighted by the scaling factor of each trigger. The solid, dashed, and dashed-dot lines represent the Minimum, Medium, and Central bias events, respectively.

The collision centrality has been estimated by applying the sharp cut off approximation to the total multiplicity distributions. The total geometrical cross section of $\mathrm{Ru}+\mathrm{Ru}$ collisions $\left(\sigma_{\text {tot }}^{R u R u}\right)$ is 3794 mb from the following formula:

$$
\begin{equation*}
\sigma_{\text {geo }}(\mathrm{mb})=10 \pi r^{2}=10 \pi r_{0}^{2}\left(A_{\text {beam }}^{1 / 3}+A_{\text {target }}^{1 / 3}\right)^{2}, \tag{3.2}
\end{equation*}
$$

where $r_{0}=1.2 \mathrm{fm}$ and $A$ is the mass number. The geometrical impact parameter can be estimated by

$$
\begin{equation*}
b_{g e o}(\mathrm{fm})=\sqrt{\frac{\sigma_{g e o}}{10 \pi}} . \tag{3.3}
\end{equation*}
$$

The total multiplicity distribution for the Minimum bias condition was not completely measured at the low multiplicity due to the background events. For the most central events in the spectrum analysis, we selected almost the same fraction of $\sigma_{g e o}$ at both beam energies as summarized in table 3.1. For the flow analysis, the three kinds of centralities were selected as summarized in table 3.2. The downward arrows in figure 3.3 indicate the lowest cut values of centrality selection.

| $\mathrm{E}_{\text {beam }}$ <br> $(A \mathrm{GeV})$ | System | Centrality | TMUL | $\sigma_{\text {geo }}$ <br> $(\mathrm{mb})$ | $b_{\text {geo }}$ <br> $(\mathrm{fm})$ | $\sigma_{\text {geo }} / \sigma_{\text {tot }}$ <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.4 | $\mathrm{Ru}+\mathrm{Ru}$ | Central | $\geq 63$ | $\leq 99$ | $\leq 1.78$ | 2.6 |
| 1.528 | $\mathrm{Ru}+\mathrm{Ru}$ | Central | $\geq 110$ | $\leq 95$ | $\leq 1.75$ | 2.5 |

Table 3.1: Centrality selections for the central events in the TMUL distributions.


| $\mathrm{E}_{\text {beam }}$ <br> $(A \mathrm{GeV})$ | System | Centrality | TMUL | $\sigma_{\text {geo }}$ <br> $(\mathrm{mb})$ | $b_{\text {geo }}$ <br> $(\mathrm{fm})$ | $\sigma_{\text {geo }} / \sigma_{\text {tot }}$ <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.4 | $\mathrm{Ru}+\mathrm{Ru}$ | TMUL02 | $\geq 61$ | $\leq 134$ | $\leq 2$ | $\leq 3.5$ |
|  |  | TMUL24 | $44 \sim 60$ | $135 \sim 507$ | $2 \sim 4$ | $3.5 \sim 13$ |
|  |  | $22 \sim 43$ | $508 \sim 1120$ | $4 \sim 6$ | $13 \sim 30$ |  |
| 1.528 | $\mathrm{Ru}+\mathrm{Ru}$ | TMUL03 | $\geq 97$ | $\leq 285$ | $\leq 3$ | $\leq 7.5$ |
|  |  | TMUL35 | $71 \sim 96$ | $286 \sim 794$ | $3 \sim 5$ | $7.5 \sim 21$ |
|  |  | TMUL57 | $39 \sim 70$ | $795 \sim 1550$ | $5 \sim 7$ | $21 \sim 41$ |

Table 3.2: Centrality selections with TMUL distributions for the central (TMUL02, TMUL03), semicentral (TMUL24, TMUL35), and peripheral (TMUL46, TMUL57) collision events.

### 3.3 Track selection

For the selection of good quality tracks, the number of hits for each track are used in the CDC $\left(\mathrm{npt}_{C D C}\right)$ and Helitron ( $\mathrm{npt}_{\text {Helitron }}$ ). The npt ${ }_{C D C}$ $\geq 33$ and $\mathrm{npt}_{\text {Helitron }} \geq 15$ are applied. The geometrical acceptance of the sub-detectors in polar angle are applied as summarized in table 3.3. The proton and deuteron can be identified from the information of the CDC and Helitron. IN addition, the information of the Barrel and the PLAWA were used to seperate the hydrogen $\left(Z_{1}\right)$ and helium $\left(Z_{2}\right)$ isotopes.

In the following sub-chapters, the cut condition for the distances between each track and the event vertex $\left(\mathrm{d} 0_{\text {free }}\right.$ and $\left.\mathrm{z} 0_{\text {free }}\right)$, the matching condition between the CDC and $\operatorname{Barrel}\left(\Delta z, \Delta \phi, \chi^{2}\right)$, and the matching condition between the Helitron and PLAWA $(\Delta \theta, \Delta \phi)$ will be presented.

### 3.3.1 $d 0_{\text {free }}$ and $z 0_{\text {free }}$ of CDC

The distance between each track and the event vertex in the CDC has been examined. The large deviation can occur due to the finite detector res-


| Detectors | $\theta_{\text {lab }}\left({ }^{\circ}\right)$ |
| :---: | :---: |
| CDC | $33 \sim 140$ |
| Barrel | $39 \sim 130$ |
| Helitron | $9 \sim 26$ |
| PLAWA | $7 \sim 30$ |

Table 3.3: Polar angle acceptance of sub-detectors.
olution and the weakly decaying resonances. Here, we take into account the deviation: one is due to the reconstructed mirror tracks in $x y$ plane $\left(d 0_{\text {free }}\right)$ and the other is due to the finite hit resolution along the $z$-axis $\left(z 0_{\text {free }}\right)$. Primarily, $d 0_{\text {free }}$ and $z 0_{\text {free }}$ depend on the momentum of particles as shown in figure 3.4. The spreads around zero of $d 0_{\text {free }}$ and $z 0_{\text {free }}$ are getting narrower toward high momentum. For this analysis, the distributions of $d 0_{\text {free }}$ and $z 0_{\text {free }}$ are divided into each $100 \mathrm{MeV} / c$ momentum bin. Then, each distribution is fitted by the Gaussian function. The cut at $\pm 3 \sigma$ were used for this analysis.

### 3.3.2 Matching conditions between CDC and Barrel

The reconstructed tracks in the CDC are extrapolated to the location of the Barrel at the radius of 111 cm . When the extrapolated tracks of the CDC and the hits in the Barrel are matched in a certain allowance, we consider that the radius of track curvature $(\rho)$ is greater than the half of the Barrel $\operatorname{radius}(R / 2=55.5 \mathrm{~cm})$. Thus, the transverse momentum of the particle can be calculated as

$$
\begin{equation*}
p_{t}=B \rho Q . \tag{3.4}
\end{equation*}
$$

The quality of matching has been determined by

$$
\begin{equation*}
\chi^{2}=\left(\frac{\triangle z}{\sigma_{z}}\right)^{2}+\left(\frac{\triangle \phi}{\sigma_{\phi}}\right)^{2} \tag{3.5}
\end{equation*}
$$

where $\Delta z$ is the distance between the extrapolated track location of the CDC and the hit of the Barrel on the $z$-axis, $\Delta \phi$ is the difference between the



Figure 3.4: Deviation between tracks and primary event vertex as a function of momentum in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}: \pm 3 \sigma$ from the Gaussian fit functions and the mean values, which were used for this analysis, are shown.

azimuthal angle of the extrapolated track of the CDC and the azimuthal angle of the Barrel hit. Here, $\sigma_{z}=15 \mathrm{~cm}$ and $\sigma_{\phi}=2^{\circ}$ were used. In order to estimate the proper cut criteria, the distributions of $\Delta z$ and $\Delta \phi$ are divided into each $100 \mathrm{MeV} / \mathrm{c}$ momentum bin. Then, each distribution is fitted by the Gaussian function. The momentum dependences of the $3 \sigma$ deviations for the matching variabless are shown in figure 3.5. Since the $3 \sigma$ deviations of $\Delta \phi$ and $\Delta z$ are almost independent of the momentum, we applied the constant cuts as $-14 \mathrm{~cm} \leq \Delta z \leq 18 \mathrm{~cm},|\Delta \phi| \leq 1.5^{\circ}$, and $\chi^{2} \leq 2.5$ as shown in figure 3.5 by the thick lines.

### 3.3.3 Matching conditions between Helitron and PLAWA

The extrapolated tracks of the Helitron and hits in the PLAWA are matched in order to filter good quality tracks. It also serves to seperate the hydrogen $\left(Z_{1}\right)$ and helium $\left(Z_{2}\right)$ isotopes. $\Delta \theta$ and $\Delta \phi$ are the angle difference of the polar and azimuthal angles between the extrapolated track of the Helitron and the hit in the PLAWA. In order to estimate the proper cut criteria, the distributions of $\Delta \theta$ and $\Delta \phi$ are divided into each $100 \mathrm{MeV} / c$ momentum bin. Then, each distribution is fitted by the Gaussian function. The spread around zero of $\Delta \theta$ is getting wider toward high momentum as shown in figure 3.6. The thick lines indicate the cut conditions for this analysis: $|\Delta \theta| \leq 3.5^{\circ}$, and $|\Delta \phi| \leq 3.0^{\circ}$.

### 3.4 Charge selection

In order to identify the heavier fragments $\left({ }^{3} \mathrm{H},{ }^{3} \mathrm{He}\right.$, and ${ }^{4} \mathrm{He}$ ), we need to seperate the particles by using the charge information from the measured particle velocities of the Barrel the energy loss of the CDC in the backward. Similarly, we can repeat for the PLAWA and the Helitron in the forward. The results are shown in figure 3.7. We can clearly seperate the charge by using the correlation between the CDC and Barrel at 0.4 (top-left) and 1.528 (top-right)



Figure 3.5: Matching condition between the extrapolated CDC tracks and the Barrel hits in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The thick lines indicate the cut conditions for this analysis: $-14 \mathrm{~cm} \leq \Delta z \leq 18 \mathrm{~cm}$, $|\Delta \phi| \leq 1.5^{\circ}$, and $\chi^{2} \leq 2.5$.

$R u+R u$


Figure 3.6: Matching condition between the extrapolated Helitron tracks and the PLAWA hits in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ : The thick lines indicate the cut conditions for this analysis: $|\Delta \theta| \leq 3.5^{\circ}$, and $|\Delta \phi| \leq 3.0^{\circ}$.

$A \mathrm{GeV}$. But the Helitron shows the limited capability for slow particles, which is the decision ambiguity of the track sign and insufficient rejection power of mirror track particularly at $E_{\text {beam }}>1 \mathrm{AGeV}$. This problem in the Helitron comes from the smaller active volume than the CDC [43]. In order to avoid the unclear charge seperation, we only take the data $\beta_{P L A}$ less than 0.8 at 1.528 AGeV . Figure 3.8 shows the charge distribution of the Barrel ( $Z_{\text {Barrel }}$ ) and PLAWA $\left(Z_{P L A W A}\right)$ with the proper charge cut for $Z=1$ and $Z=2$.

Furthermore, the charge information $\left(Z_{\text {Helitron }}\right)$ from the Helitron has been used to remove the background hits, which were declared as $Z=1$ although they were $Z=2$ particles from the PLAWA, and vice versa. In figure 3.9, the correlation between the charge and mass ( $m_{\text {Helitron }}$ ) of Helitron is shown in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top-left) and 1.528 (top-right) $A \mathrm{GeV}$, respectively. Note that ever after the charge seperation cut to the PLAWA in figure 3.8 was applied, the background in the bottom-right plot for $Z_{P L A W A}=2$ was not negligible. Therefore we devised the additional charge cut (dashedline) of the Helitron to remove the background in the lower-left panel of figure 3.9, which is from the wrong charge assignment. Finally, $Z=1$ is defined as $Z_{\text {Helitron }}<-0.2 m_{\text {Helitron }}+2.1$ on the bottom-left plot and $Z=2$ is defined as $Z_{\text {Helitron }}>-0.2 m_{\text {Helitron }}+2.1$ on the bottom-right plot in figure 3.9.

Similar to the Helitron analysis, we have investigated the correlations between the charge and mass determined by the CDC and the Barrel in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ in figure 3.10. Additionally, the correlations between the charge of the PLAWA and the mass of the Helitron (right-side) in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ are also shown in figure 3.10. The dashed-lines indicate the charge cut used in this analysis.

### 3.5 Particle identification (PID)

After applying the matching condition and charge selection criteria, the correlations between the momentum of the drift chamber and the velocity of the scintillation detector were obtained. In figure 3.11, the correlations between the momentum of the Helitron ( $p_{\text {Helitron }}$ ) and the velocity of the



Figure 3.7: Correlation between the energy loss of the drift chamber (CDC and Helitron) and the velocity $\beta$ measured by the scintillation detectors (Barrel and PLAWA): the correlation between the CDC and Barrel at 0.4 (top-left) and 1.528 (top-right) $A \mathrm{GeV}$ and the correlation between the Helitron and PLAWA at 0.4 (bottom-left) and 1.528 (bottom-right) $A \mathrm{GeV}$ are shown.

## Ru+Ru




Figure 3.8: Charge distribution in the Barrel (left) and PLAWA (right) at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$. The figure also indicate the charge cut condition, which is represented by the shaded area, for this analysis.


Figure 3.9: Correlation between the charge $\left(Z_{\text {Helitron }}\right)$ and mass ( $m_{\text {Helitron }}$ ) of the Helitron in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top-left) and 1.528 (top-right) $A \mathrm{GeV}$. After applying the charge cut $\left(Z_{P L A W A}\right)$ of the PLAWA in figure 3.8, the charge cut (dashed-line) of the Helitron has been applied to remove the background due to wrong charge assignment.


## $\mathrm{Ru}+\mathrm{Ru}$



Figure 3.10: Correlation between the charge ( $Z_{\text {Barrel }}$ ) and mass ( $m_{\text {Barrel }}$ ) of the Barrel (left-side) and the correlation between the charge of the PLAWA $\left(Z_{P L A W A}\right)$ and the mass of the Helitron ( $m_{\text {Helitron }}$ ) (right-side) in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$. The dashed-lines imply the charge cut.


PLAWA $\left(\beta_{P L A W A}\right)$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ are shown. The correlation of $|Z|=1$ (top) and that of $Z=2$ (bottom) are shown together with the expected particle mass lines which are represented by the dashed lines. Now the correlations between the mass ( $m_{\text {Helitron }}$ ) and momentum ( $p_{\text {Helitron }}$ ) of the Helitron are used for the PID in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ in figure 3.12. In order to estimate the proper mass cut criteria, the mean of the mass distribution (squares) and the standard deviation (circles) of the proton $( \pm 3 \sigma)$ and others $( \pm 2 \sigma)$ were obtained in each $100 \mathrm{MeV} / \mathrm{c}$ momentum bin. The dashed-lines are the applied mass cut for the PID. The velocity cut $\left(\beta_{P L A}<0.8\right)$ has been applied at 1.528 $A \mathrm{GeV}$ due to the limited performance of the Helitron (see section 3.4).

In figure 3.13, the correlations between the momentum of the CDC ( $p_{C D C}$ ) and the velocity of the Barrel ( $\beta_{\text {Barrel }}$ ) are shown in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}:|Z|=1$ on the top and $Z=2$ on the bottom plots. The calculated particle mass lines are drawn in the dashed lines. The correlations between the mass of the Barrel ( $m_{\text {Barrel }}$ ) and momentum of the CDC ( $p_{C D C}$ ) are used for the PID in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ in figure 3.14. In order to estimate the proper mass cut criteria, the mean of the mass distribution (squares) and the standard deviation (circles) of the proton $( \pm 3 \sigma)$ and others ( $\pm 2 \sigma$ ) were obtained in each $100 \mathrm{MeV} / c$ momentum bin. The dashed-lines are the applied mass cut for the PID.

The detected particles in the CDC can be lost by reasons that the low velocity particles are not reached up to the Barrel and there is the limitation of polar and azimuthal acceptance of the Barrel. So, we have to consider these unmatched tracks of CDC with the hits of the Barrel. The CDC can identify the pion, proton and deuteron by itself from the correlation between the energy loss and momentum of incident particles. In the left-side plots at figure 3.15, the correlation between the energy loss and the momentum of CDC in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$. The expected particle mass lines (dashed-lines) have drawn by using the equation 2.3 . The correlation between the mass ( $m_{C D C}$ ) and momentum ( $p_{C D C}$ ) of the unmatched CDC tracks are used for the PID in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ in the right-side plots in figure 3.15. In order to estimate the proper mass cut criteria, we also obtained the mean of the mass
distribution (squares) and the standard deviation (circles) of the proton $( \pm 3 \sigma)$ and deuteron $( \pm 2 \sigma)$ in each $100 \mathrm{MeV} / c$ momentum bin. The dashed-lines are the applied mass cut for the PID.

### 3.6 Efficiency correction

The real tracks in the FOPI experiment can be lost due to the finite detector resolution and the track quality cut for the sub-detectors [44]. The matching efficiencies between the drift chambers (CDC and Helitron) and the scintillation detectors (Barrel and PLAWA) have been obtained by using the experimental data. The track reconstruction efficiency of the CDC has been calculated by using the IQMD simulation.

### 3.6.1 Matching efficiency between Helitron and PLAWA

The matching efficiency between the Helitron and PLAWA in $9^{\circ} \leq$ $\theta_{\text {lab }}<26^{\circ}$ has been estimated dividing the number of tracks in the Helitron after matching cut by the number of hits in the PLAWA before the matching cuts. In figure 3.16, the matching efficiencies of the $|Z|=1$ (left) and $Z=2$ (right) between the Helitron and PLAWA have been calculated in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . The assumption is that the efficiency of the PLAWA is $100 \%$ at 0.4 AGeV . It is fitted by the 4th-order polynomial function and the fitted results are applied for the correction of the matching cut. At the mid-rapidity region, the efficiencies of $|Z|=1$ and $Z=2$ vary from 45 to $85 \%$ and from 50 to $80 \%$, respectively, as a function of the polar angle. Near beam rapidity region, the efficiency of $Z=2$ fall down little bit above $20^{\circ}$ due to the limited PID performance of the Helitron. The matching efficiency at 0.4 AGeV strongly depends on the polar angle but it has a weak dependence on the rapidity.

After applying the matching cut at 1.528 AGeV , the hits in the PLAWA may include the background hits which can be removed by the cut as shown



Figure 3.11: Correlation between the momentum of the Helitron ( $p_{\text {Helitron }}$ ) and the velocity of PLAWA $\left(\beta_{\text {PLAWA }}\right)$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The correlations for $|Z|=1$ (top) and $Z=2$ (bottom) are shown with the expected particle mass lines drawn by the dashed lines.


## Ru+Ru



Figure 3.12: Correlation between the mass ( $m_{\text {Helitron }}$ ) and momentum ( $p_{\text {Helitron }}$ ) of the Helitron in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The mean values (squares) and the standard deviations (circles) of the proton $( \pm 3 \sigma)$ and others $( \pm 2 \sigma)$ are drawn in each $100 \mathrm{MeV} / c$ momentum bin. The dashed lines are the applied mass cuts for the PID. The velocity cut $\left(\beta_{\text {PLAWA }}<0.8\right)$ has been applied at 1.528 AGeV .


Ru+Ru



Figure 3.13: Correlation between the momentum of the $\operatorname{CDC}\left(p_{C D C}\right)$ and the velocity of Barrel ( $\beta_{\text {Barrel }}$ ) in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The correlations for $|Z|=1$ (top) and $Z=2$ (bottom) are shown with the expected particle mass lines drawn by the dashed lines.


## $\mathrm{Ru}+\mathrm{Ru}$



Figure 3.14: Correlation between the mass of the Barrel ( $m_{\text {Barrel }}$ ) and the momentum of the $\mathrm{CDC}\left(p_{C D C}\right)$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The mean values (squares) and the standard deviations (circles) of the proton $( \pm 3 \sigma)$ and others $( \pm 2 \sigma)$ are drawn for each $100 \mathrm{MeV} / c$ momentum bin. The dashed lines are the applied mass cuts for the PID.


## Ru+Ru



Figure 3.15: Correlations between the energy loss and momemtum ( $p_{C D C}$ ) of the CDC in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top-left) and 1.528 (bottom-left) $A \mathrm{GeV}$. The correlations between the mass $\left(m_{C D C}\right)$ and momemtum ( $p_{C D C}$ ) of the unmatched CDC tracks in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top-right) and 1.528 (bottom-right) $A \mathrm{GeV}$. The dashed lines are the applied mass cuts for the PID in the right-side plots. See the text for more datails.

in figure 3.9. Therefore, $100 \%$ efficiency of the PLAWA at 1.528 AGeV is assumed after the charge cut shown in figure 3.9. In figure 3.17, the mass distributions of the Helitron for $|Z|=1$ (top) and $Z=2$ (bottom) for $0.3<$ $\beta_{t} \gamma \leq 0.35$ and $-0.3 \leq y^{(0)}<-0.2$ are shown in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 $A \mathrm{GeV}$. The background (closed circles) has been fitted by the linear function in order to estimate the background (dashed line). Subsequently, the matching efficiencies of the hydrogen (left) and the helium (right) isotopes between the Helitron and PLAWA as a function of the $\beta_{t} \gamma$ has been calculated in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . As shown in figure 3.18, the matching efficiencies are fitted by the 4th-order polynomial functions and the fitted functions are applied for the correction of the matching cut. The matching efficiency at 1.528 AGeV strongly depends on the polar angle and the rapidity. At the mid-rapidity region, the efficiencies of $|Z|=1$ and $Z=2$ vary from 10 to $70 \%$ and from 40 to $75 \%$, respectively, as a function of the $\beta_{t} \gamma$.

### 3.6.2 Matching efficiency between CDC and Barrel

In order to identify the heavier fragments $\left({ }^{3} \mathrm{H},{ }^{3} \mathrm{He}\right.$, and $\left.{ }^{4} \mathrm{He}\right)$, the charge information of the particles is needed from the Barrel. Some particles, detected by the CDC, can not reach the Barrel due to the low momentum or the geometrical acceptance mismatching (Barrel covers about $75 \%$ of the full azimuthal angle [44]). During the matching process, the backgroud can be reduced, but at the same time, the real tracks in the CDC can be also lost. The matching efficiency between the CDC and Barrel is defined by the ratio of the number of hits in the Barrel after applied the matching cut to the number of tracks in the CDC before applied the matching cut. The assumption is that the matching efficiency of the deuteron is the same as that of the heavier fragments.

In figure 3.19, the matching efficiency of the deuteron between the CDC and Barrel as a function of transverse momentum is shown in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The matching efficiencies are fitted by the linear function (thick solid lines) in the $p_{t}$ region where the deuteron can be identified, and the linear functions are extended to the higher $p_{t}$ region (thin solid lines). The matching efficiencies show a small dependence on $p_{t}$



Figure 3.16: Matching efficiencies of the hydrogen (left) and the helium (right) isotopes between the Helitron and the PLAWA in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 $A \mathrm{GeV}$. The data are fitted by the 4th-order polynomial functions.


Figure 3.17: Mass distributions from the Helitron for $|Z|=1$ (top) and $Z=2$ (bottom) at $0.3<\beta_{t} \gamma \leq 0.35$ and $-0.3 \leq y^{(0)}<-0.2$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The background (closed circles) has been fitted by the linear function in order to estimate the background (dashed line).



Figure 3.18: Matching efficiencies of the hydrogen (left) and the helium (right) isotopes between the Helitron and the PLAWA as a function of the $\beta_{t} \gamma$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The data are fitted by the 4th-order polynomial functions.
and $y^{(0)}$, which are about $70 \sim 80 \%$ and $60 \sim 70 \%$ at 0.4 and $1.528 A \mathrm{GeV}$, respectively.

### 3.6.3 CDC track efficiency

The CDC track efficiency has been calculated by using the IQMD model as an event generator with the GEANT detector simulation. The GEANT takes into account the geometrical acceptance and materials of the CDC. The CDC-GEANT package [41] provides us the response information when the particles pass through the CDC. The CDC track efficiency is defined as the ratio of the detected tracks by the CDC-GEANT package to the generated tracks from the IQMD. The efficiency of the deuteron is assumed to be the same for heavier fragments.

The CDC track efficiencies of the proton (left) and deuteron (right) as a function of $p_{t}$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV are shown in figure 3.20. In figure 3.21, the CDC track efficiencies of the proton (left) and deuteron (right) as a function of $p_{t}$ are presented in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The track efficiencies are fitted by the linear function (thick solid line) in the proper $p_{t}$ region where the particles can be identified. The fitted linear functions are extended to the higher $p_{t}$ region (thin solid lines).

In 0.4 AGeV , the track efficiencies depend slightly on $p_{t}$ in general. But the efficiencies in the target region $\left(-1.1 \leq y^{(0)}<-0.9\right)$ show the strongest dependence on $p_{t}$. It reflects the fact that the relatively low momentum particles in the target rapidity suffer the strong target absorption effect. In $-1.6 \leq$ $y^{(0)}<-1.1$ (bottom), the efficiencies are higher than those of the target region but the target absorption effect does not disappear completely.

In 1.528 AGeV , the track efficiencies depend slightly on $p_{t}$ in $-0.9 \leq$ $y^{(0)}<-0.1$ (top). The efficiencies of the proton and the deuteron are $\sim 70$ and $\sim 90 \%$ respectively at about $1 \mathrm{GeV} / c$. The efficiencies in target region (-1.1 $\left.\leq y^{(0)}<-0.9\right)$ are reduced somewhat due to the target absorption.


Figure 3.19: Matching efficiencies between the CDC and Barrel as a function of $p_{t}$ in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The matching efficiencies are fitted by the linear functions (solid lines).


Figure 3.20: CDC track efficiencies as a function of $p_{t}$ calculated by the IQMD simulation in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . The track efficiencies are fitted by the linear function (thick solid line) in the proper $p_{t}$ region where the particles can be identified. The linear functions are extended to the higher $p_{t}$ region (thin solid lines).


Figure 3.21: CDC track efficiencies as a function of $p_{t}$ calculated by the IQMD simulation in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The track efficiencies are fitted by the linear function (thick solid line) in the proper $p_{t}$ region where the particles can be identified. The linear functions are extended to the higher $p_{t}$ region (thin solid lines).

### 3.7 Phase space distribution

The phase-space distributions of the hydrogen and the helium isotopes in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ are shown in figures 3.22 and 3.23 , respectively.

The phase-space distributions are presented by the normalized transverse momentum $\left(p_{t}^{(0)}\right)$ versus the normalized rapidity $\left(y^{(0)}\right)$ :

$$
\begin{equation*}
p_{t}^{(0)}=\frac{p_{t}}{m \beta_{c m} \gamma_{c m}} \tag{3.6}
\end{equation*}
$$

where $\beta_{c m}$ and $\gamma_{c m}$ are velocity and Lorentz gamma factor of the CM frame.

$$
\begin{equation*}
y^{(0)}=\frac{y_{l a b}}{y_{c m}}-1 \tag{3.7}
\end{equation*}
$$

where $y_{c m}$ is the rapidity in center-of-mass (CM) frame.
All kinds of the efficiencies discussed previously are corrected for the phase-space distributions. The geometrical limits of the sub-detectors are drawn by the solid lines. The phase-space distributions of the proton (top) and deuteron (middle) are from the CDC and the Helitron (HEL). On the other hand, the distributions for ${ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ are from the Barrel (BAR) and the Helitron. For 1.528 AGeV , the additional velocity cut at $0.8 c$ (dashed line) are drawn for rejecting the ambiguous PID region.



Figure 3.22: Phase-space distributions of the the hydrogen isotope in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$.


Figure 3.23: Phase-space distributions of the helium isotope in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$.

### 3.8 Reaction plane reconstruction

The collective motion of the emitting particles in heavy-ion collisions has been studyed in order to understand the properties of the nuclear matter. The particle distributions have been analyzed relative to the reaction plane which is defined by the impact parameter $(\vec{b})$ and beam direction $(\vec{z})$. The $x$-direction is defined as the impact parameter direction in the reaction plane.

The azimuthal angle of the reaction plane has been reconstructed by using the trasverse momentum method proposed by Danielewicz and Odyniec [25]. The orientation of reaction plane $\left(\phi_{R P}\right)$ is calculated by summing the transverse momenta of all particles for a given event $i$ except the particles near mid-rapidity:

$$
\begin{equation*}
\vec{Q}^{i}=\binom{Q^{i} \cdot \cos \phi_{R P}}{Q^{i} \cdot \sin \phi_{R P}}=\sum_{k=1}^{N} w_{k} \cdot\left|\vec{p}_{t}^{i}\right| \cdot\binom{\cos \phi_{k}}{\sin \phi_{k}} \tag{3.8}
\end{equation*}
$$

where $\phi_{k}$ is the azimuthal angle of the particle $k, w_{k}=-1$ for $y^{(0)} \leq-0.2$, and $w_{k}=+1$ for $y^{(0)} \geq+0.2$. Here $N$ is the total number of particles and $\vec{Q}^{i}$ is the total tranverse momentum of the particle in an event.

The identified hydrogen and helium isotopes in figures 3.22 and 3.23 are used to reconstruct the reaction plane. The azimuthal angle distribution of the reaction plane ( $\phi_{R P}$ ) and the resolution $\left(\Delta \phi_{R P}\right)$ are shown in the top and the middle pannels, respectively, of figure 3.24. And the width $\sigma_{\Delta \phi}$ are plotted as a function of the impact parameter in the bottom pannels of figure 3.24. The fluctuation of the azimuthal angle distribution is less than $10 \%$. The quality of the reconstructed reaction plane has been estimated by the method introduced in [25]: an event is randomly divided into two sub-events containing half of the particles, and, then, two independent estimation of the azimuthal angle ( $\phi_{1}$ and $\phi_{2}$ ) of the reaction plane were subtracted. The resolution of the reaction plane can be obtained by fitting the angle difference distributions $\left(\Delta \phi_{R P}=\phi_{1}-\phi_{2}\right)$ by the Gaussian function with a constant offset. The resolutions of the reaction planes are $34^{\circ}$ and $42^{\circ}$ at 0.4 and 1.528 $A \mathrm{GeV}$, respectively. The resolution of the reaction plane has the dependence on the collision centrality as shown in the bottom plot of figure 3.24. As

expected, the best resolutions were obtained for the semicentral collisions at both beam energies.

The direction of the reconstructed reaction plane will differ from the true reaction plane due to the fluctuations in measured particle multiplicity and transverse momentum resolution of the detector. The Fourier coefficients $\left(v_{n}\right)$ were corrected by $\langle\cos n \Delta \phi>$ following the Ollitrault's correction method [26], which is described below briefly.

If $\psi$ is the measured azimuthal angle of the particles with respect to the reconstructed reaction plane, $\phi$ is the azimuthal angle of the particles with respect to the true reaction plane, and $\Delta \phi$ is the difference between the reconstructed and true reaction plane, one can express $\psi=\phi-\Delta \phi$. If many events are used to obtain the average distribution of $\Delta \phi$, one can assume that $\Delta \phi$ and $\phi$ are independent. According to this assumption, the relation between the measured and the true Fourier coefficients are

$$
\begin{equation*}
<\cos n \psi>=<\cos n \phi><\cos n \Delta \phi>. \tag{3.9}
\end{equation*}
$$

The correction factor $\langle\cos n \Delta \phi\rangle$ for the $n$-th Fourier coefficient can be obtained from a parameter $\chi$. The relation between $<\cos \Delta \phi_{R P}>$ and $\chi$ on the top plot in figure 3.25 can be determined in the following equation:

$$
\begin{align*}
<\cos \Delta \phi_{R P}> & =<\cos \phi_{1}><\cos \phi_{2}> \\
& =\frac{\pi}{8} \chi^{2} e^{-\chi^{2}}\left[I_{0}\left(\frac{\chi^{2}}{4}\right)+I_{1}\left(\frac{\chi^{2}}{4}\right)\right]^{2} \tag{3.10}
\end{align*}
$$

where $I_{0}$ and $I_{1}$ are the modified Bessel functions. For the $n$-th correction factor $(\langle\cos n \Delta \phi\rangle)$ on the bottom plot in figure 3.25 one finds

$$
\begin{equation*}
<\cos n \Delta \phi>=\frac{\sqrt{\pi}}{2} \chi e^{-\chi^{2} / 2}\left[I_{\frac{n-1}{2}}\left(\frac{\chi^{2}}{2}\right)+I_{\frac{n+1}{2}}\left(\frac{\chi^{2}}{2}\right)\right] . \tag{3.11}
\end{equation*}
$$

The correction factors for $n=1$ and $n=2$ are provided the solid and dashed lines, respectively, at the bottom plot in figure 3.25, and they are also summarized in table 3.4 for each centrality selection.



Figure 3.24: Azimuthal angle distribution ( $\phi_{R P}$ on top) and the azimuthal distribution of the reaction plane ( $\Delta \phi_{R P}$ on middle) and the reaction plane resolution ( $\sigma_{\Delta \phi}$ on bottom) in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$.


Figure 3.25: Correction factors for the Fourier coefficients $\left(v_{n}\right)$ by using Ollitrault correction [26]. The relations between $<\cos \Delta \phi_{R P}>$ and $\chi$ and $<\cos n \Delta \phi>$ and $<\cos \Delta \phi_{R P}>$ are presented on the top and bottom plots, respectively. The correction factors for $n=1$ and $n=2$ are provided by solid and dashed lines, respectively.

| $v_{n}$ | $E_{\text {beam }}$ | Centrality | correction factor |
| :---: | :---: | :---: | :---: |
| $v_{1}$ | 0.4 | TMUL02 | 0.623 |
|  |  | TMUL24 | 0.723 |
|  |  | TMUL46 | 0.691 |
|  | 1.528 | TMUL03 | 0.465 |
|  |  | TMUL35 | 0.642 |
|  |  | TMUL57 | 0.595 |
| $v_{2}$ | 0.4 | TMUL02 | 0.272 |
|  |  | TMUL24 | 0.384 |
|  |  | TMUL46 | 0.345 |
|  | 1.528 | TMUL03 | 0.145 |
|  |  | TMUL35 | 0.292 |
|  |  | TMUL57 | 0.246 |

Table 3.4: Correction factors of the Fourier coefficients $\left(v_{n}\right)$ for central (TMUL02, TMUL03), semicentral (TMUL24, TMUL35), and peripheral (TMUL46, TMUL57) collision events in $\mathrm{Ru}+\mathrm{Ru}$ collisions.

## Chapter 4

## Part I : Results and Discussions

### 4.1 Kinematic distributions of the proton and light fragments

For the most central collisions, the invariant transverse momentum spectra and the rapidity distributions of the hydrogen and helium isotopes have been obtained in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV . The radial flow velocity and temperature have been estimated and compared to the other published results.

### 4.1.1 Invariant spectra

For the most central collisions, the invariant transverse momentum spectra of the hydrogen and helium fragments are shown in figures 4.1 and 4.2 , respectively, in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . In figures 4.3 and 4.4, the invariant transverse momentum spectra of the hydrogen and helium frag-
ments in $\mathrm{Ru}+\mathrm{Ru}$ collisions at $1.528 A \mathrm{GeV}$ are provided. The $P L A(B)$ (circles) and $P L A(F)$ (diamonds) imply the matched data between the Helitron and PLAWA in backward and forward rapidity regions in the center-of-mass system, respectively. For the proton and deuteron, the $C D C(B)$ (squares) and $C D C(F)$ (triangles) denote the CDC data in backward and forward rapidity regions in the center-of-mass system, respectively. For the ${ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$, the $C D C(B)$ (squares) and $C D C(F)$ (triangles) mean the matched data sets between the CDC and Barrel in backward and forward rapidity regions in the center-of-mass system, respectively.

Starting with the next to the mid-rapidity bin, each spectrum is multiplied by a decreasing order of 10 for a clearer display. The spectra of the proton and deuteron have been corrected by the matching efficiency for forward (Helitron and PLAWA) and the CDC track efficiency for the backward rapidity region. The spectra of the ${ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ have been corrected by the matching efficiencies for forward (Helitron and PLAWA) and backward (CDC and Barrel) rapidity region.

In the $\mathrm{Ru}+\mathrm{Ru}$ collision system, one can expect the symmetry between the forward $(F)$ and backward $(B)$ rapidity regions in the center-of-mass system. The invariant spectra at 0.4 AGeV show good agreements. But at 1.528 $A \mathrm{GeV}$, only the spectra in the backward region are used due to the finite detector performance in the forward region [43]. And the spectra of the light fragments ( $d,{ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ ) at the mid-rapidity region could not be used due to the unclear PID.

In order to make up the missing $p_{t}$ ranges which is due to the finite detector acceptance, the spectra in a given rapidity region have been fitted by the simple thermal blast formula proposed by Siemens and Rasmussen [48]:

$$
\begin{equation*}
\frac{1}{2 \pi p_{t}} \frac{d^{2} N}{d p_{t} d y^{(0)}}=C \cdot E \exp \left(-\gamma_{r} E / T\right) \cdot\left[\left(\gamma_{r}+\frac{T}{E}\right) \frac{\sinh \alpha}{\alpha}-\frac{T}{E} \cosh \alpha\right] \tag{4.1}
\end{equation*}
$$

where $\alpha$ is defined as $\left(\gamma_{r} \cdot \beta_{r} \cdot p\right) / T$ with $\gamma_{r}=1 / \sqrt{1-\beta_{r}^{2}}$. Here the constant $C$, radial flow velocity $\left(\beta_{r}\right)$, and thermal freeze-out temperature $(T)$ are free fitting parameters. And $E$ and $p$ are the total energy and momentum of the particle in the center-of-mass system.


Ru+Ru at 0.4 AGeV


Figure 4.1: Invariant spectra of the hydrogen isotopes in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . The dashed lines are the fit functions by the simple thermal blast formula, equation 4.1, with three free fitting parameters ( $C, \beta_{r}$, and $T$ ). The detail explanation is given in the text.



Figure 4.2: Invariant spectra of the helium isotopes in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . The dashed lines are the fit functions by the simple thermal blast formula, equation 4.1, with three free fitting parameters ( $C, \beta_{r}$, and $T$ ). The detail explanation is given in the text.


Ru+Ru at 1.528 AGeV


Figure 4.3: Invariant spectra of the hydrogen isotopes in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The dashed lines are the fit functions by the simple thermal blast formula, equation 4.1, with three free fitting parameters $\left(C, \beta_{r}\right.$, and $\left.T\right)$. The detail explanation is given in the text.



Figure 4.4: Invariant spectra of the helium isotopes in $\mathrm{Ru}+\mathrm{Ru}$ collisions at $1.528 A \mathrm{GeV}$. The dashed lines are the fit functions by the simple thermal blast formula, equation 4.1, with three free fitting parameters $\left(C, \beta_{r}\right.$, and $\left.T\right)$. The detail explanation is given in the text.


### 4.1.2 Rapidity spectra

The missing $p_{t}$ ranges were covered by means of the fitted simple thermal blast formula. By integrating the fit functions for a given rapidity bin, the $d N / d y^{(0)}$ of the particles can be determined. The rapidity distributions of the hydrogen (top) and helium (bottom) isotopes for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$ are shown in figure 4.5. The proton (circles), deuteron (squares), ${ }^{3} \mathrm{H}$ (triangles), ${ }^{3} \mathrm{He}$ (diamonds), and ${ }^{4} \mathrm{He}$ (stars) are ploted.

For 0.4 AGeV , the rapidity distributions of ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ are very close so that the ${ }^{4} \mathrm{He}$ data have been scaled by 0.5 for a clear display. Note that in order to get the $d N / d y^{(0)}$ data near the target and beam rapidity regions at 0.4 AGeV , the measured rapidity distributions of the helium isotopes are fitted by the quadratic functions. The total production yields are obtained by intgrating the quadratic function. The results are summarized in table 4.1.

On the other hand, for 1.528 AGeV , the mid-rapidity yields other than protons are missing. Therefore, we fit the measured spectra by the quadratic equation to estimate the mid-rapidity yields. The total yields at 1.528 AGeV are also summarized in table 4.1.

### 4.1.3 Radial flow velocity and temperature

In order to understand the properties of the expanding nuclear matter in heavy-ion collisions, one needs to estimate the mean radial flow velocity, $\left.<\beta_{r}\right\rangle$, and temperature, $T$, and the inverse slope parameter $T_{B}$ from the Boltzmann-like distribution. Originally, the simple thermal blast model was used for the spherical coordinates. But the rapidity spectra are not isotropic, we limit the application of the model only to the mid-rapidity data. As a result, the radial flow velocity corresponds to the transversal flow velocity. In this analysis, the free fitting parameters of the simple thermal blast formula have been used to understand the expansion dynamics as explained in the next paragraphs.



Figure 4.5: Rapidity distributions of the hydrogen (top) and helium (bottom) isotopes for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (left) and 1.528 (right) $A \mathrm{GeV}$. The proton (circles), deuteron (squares), ${ }^{3} \mathrm{H}$ (triangles), ${ }^{3} \mathrm{He}$ (diamonds), and ${ }^{4} \mathrm{He}$ (stars) are drawn.


| $\mathrm{E}_{\text {beam }}$ <br> $(A \mathrm{GeV})$ | $\sigma_{\text {geo }}$ <br> $(\mathrm{mb})$ | Particle type | Total yield | Sys. err. <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | p | 31.7 | 5 |
|  |  | d | 16.9 | 8 |
| 0.4 | 102 | ${ }^{3} \mathrm{H}$ | 7.4 | 11 |
|  |  | ${ }^{3} \mathrm{He}$ | 4.8 | 14 |
|  |  | ${ }^{4} \mathrm{He}$ | 4.8 | 11 |
|  |  | p | 61.6 | 5 |
|  |  | d | 16.1 | 12 |
| 1.528 | 95 | ${ }^{3} \mathrm{H}$ | 3.0 | 27 |
|  |  | ${ }^{3} \mathrm{He}$ | 2.1 | 20 |
|  |  | ${ }^{4} \mathrm{He}$ | 0.4 | 34 |

Table 4.1: Total production yields of the particles for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV . The details of the systematic error estimates will be explained in details in section 4.1.4.

If the thermal equilibrium is achieved locally in the non-relativistic limit, the thermal energy should be $(3 / 2) T$. The relation between the total flow $\left(E_{F}\right)$, the thermal $\left(E_{T}\right)$, and the mean kinetic $\left(<E_{k i n}>\right)$ energy of the expanding source can be described as [49]

$$
\begin{equation*}
<E_{k i n}>=E_{F} \cdot A+E_{T}=\frac{1}{2} m_{0}<\beta_{r}>^{2} \cdot A+\frac{3}{2} T \tag{4.2}
\end{equation*}
$$

where $m_{0}$ is the nucleon rest mass and $A$ is the mass number of the particle. According to equation 4.2, the $\left\langle E_{k i n}\right\rangle$ of the system for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions can be obtained from $\beta_{r}$ and $T$, which are free fitting parameters, to the invariant spectra.

At the mid-rapidity, $\left\langle E_{k i n}\right\rangle$ of all particles can be calculated at 0.4 $A \mathrm{GeV}$, but $<E_{\text {kin }}>$ of the light fragments can not be derived directly from the experimental data at 1.528 AGeV because the data are missing. Therefore, in order to get $<E_{k i n}>$ of the light fragments at 1.528 AGeV , the distributions of $\left\langle E_{\text {kin }}\right\rangle$ at other than midrapidities are fitted by the 4-th order of polynomial function. Then, the $\left\langle E_{k i n}\right\rangle$ values at the mid-rapidity are conjectured and plotted as a function of the mass of particle shown in figure 4.7. The

proton (circles), deuteron (squares), ${ }^{3} \mathrm{H}$ (triangles), ${ }^{3} \mathrm{He}$ (diamonds), and ${ }^{4} \mathrm{He}$ (stars) are drawn for 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ in figure 4.7. The mean kinetic energies have been fitted by the linear equation for the energy relation given in equation 4.2. From that the mean radial flow velocity and temperature at the midrapidty region are determined in figure 4.7.

In figure 4.8, $<\beta_{r}>$ and $T$ are compared to the other published results as a function of the beam energy. The closed star symbols are from this analysis for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV . The open circles are the results from the EOS experiment [50] and other results are from the FOPI experiment [15, 47, 49].

### 4.1.4 Systematic errors

The systematic errors of the data were estimated by the following considerations.

- Centrality selection dependence, compared the results obtained by the total multiplicity and those by the ratio of the total transverse to logitudinal kinetic energies $\left(E_{r a t}\right)$.
- Matching condition method dependence between the tracker (CDC or Helitron) and time-of-flight (Barrel or PLAWA).
- Charge separation at dependence between the hydrogen and the helium isotopes.
- Particle Identification method dependence in the mass distribution.
- Uncertainty of the estimated matching efficiencies between the tracker and time-of-flight.
- Uncertainty of the CDC track efficiencies estimated by the IQMD simulation.
- Discrepancy of the transverse momentum spectra between the backward and forward regions.

$\mathrm{Ru}+\mathrm{Ru}$ at 1.528 AGeV


Figure 4.6: Mean kinetic energy distributions of the light fragments ( $d,{ }^{3} \mathrm{H}$, ${ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ ) for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The solid lines are the fits by the 4th-order polynomial function.

## Mid-rapidity in Ru+Ru



Figure 4.7: Mean kinetic energies of the light fragments ( $d,{ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$ ) as a function of the particle mass for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$, In order to obtain the mean radial flow velocity and the temperature, the mean kinetic energies have been fitted by the linear equation as shown in equation 4.2.



Figure 4.8: Comparison of the temperature (top) and the mean radial flow velocity (bottom) of various experiments as a function of the beam energy [15, 47, 49, 50].

- Choice of the fit functions for the invariant spectra.
- Uncertainty of obtained physical values by fitting data due to the limited geometrical acceptance.

The systematic error of total production yields of the proton and light fragments is presented in the last column of the table 4.1. The yield of the triton at 1.5 AGeV has a relatively large systematic error due to the uncertainties of the charge separation and PID in the forward region due to a large background. The systematic error of the ${ }^{4} \mathrm{He}$ at 1.5 AGeV has even large systematic error, because the production yield is relatively small. In figure 4.7 , the systematic errors of the radial flow velocity are $12 \%$ and $14 \%$ at 0.4 and 1.528 AGeV , respectively. The systematic errors of the temperatures are about $8 \%$ and $11 \%$ at 0.4 and 1.528 AGeV , respectively.

### 4.2 Differential elliptic flow

The differential elliptic flows, $v_{2}$, of the protons and the light fragments have been analyzed at the mid-rapidity for $\left|y^{(0)}\right| \leq 0.5$ at $0.4 A \mathrm{GeV}$ and $0.5 \leq y^{(0)} \leq 0.0$ at 1.528 AGeV . For the event centrality given in table 3.2 , the differential elliptic flows of the light fragments as a function of the transverse momentum, $p_{t}$, are presented at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ in figures $4.9,4.10$, and 4.11 in comparison with the proton data. The magnitudes of the $v_{2}$ values of the particles increase linearly with $p_{t}$. The differential elliptic flow for peripheral collisions rises more rapidly than that of the central collisions.


Figure 4.9: Differential $v_{2}$ distributions of the light fragments as a function of $p_{t}$ in comparison with that of the protons in central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.


Figure 4.10: Differential $v_{2}$ distributions of the light fragments as a function of $p_{t}$ in comparison with that of the protons in semicentral $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.


Figure 4.11: Differential $v_{2}$ distributions of the light fragments as a function of $p_{t}$ in comparison with that of the protons in peripheral $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.


### 4.3 Nucleon coalescence parameters

In this section, we have tested the nucleon coalescence model in two different way. First, we applied equation 1.5 to the invariant spectra of light fragments. And, then, we compared the scaled differential elliptic flow, $v_{2} / n$, where $n$ is the number of composite nucleons.

### 4.3.1 Coalescence coefficient $B_{A}$

In figures 4.12 and 4.13, the invariant spectra of the light fragments (symbols) are displayed with the scaled and powered invariant spectra of protons (dashed lines) calculated by equation 1.5 in $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV , respectively. Here the spectra of neutrons in equation 1.5 are assumed to be identical to those of protons.

Figure 4.12 shows that equation 1.5 are satisfied within $10 \%$ not only at the mid-rapidity, but also at the whole rapidity region for $d$ and ${ }^{3} \mathrm{H}$ at 0.4 $A \mathrm{GeV}$. A similar agreement ( $\sim 10 \%$ ) can be also found for ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ at the high- $p_{t}$ region $\left(p_{A t}>1 \mathrm{GeV} / c\right)$. But the discrepancies are larger at $\sim 20 \%$ for $p_{A t}<1 \mathrm{GeV} / c$.

For 1.528 AGeV , the spectra of the light fragments, except ${ }^{3} \mathrm{He}$ at $p_{A t}<1 \mathrm{GeV} / c$, and the scaled spectra of protons agree within $\sim 25 \%$ for $p_{A t}<1$ $\mathrm{GeV} / c$, and less than $10 \%$ at $p_{A t}>1 \mathrm{GeV} / c$ as shown in figure 4.13. In $p_{A t}<1$ $\mathrm{GeV} / c$ at 1.528 AGeV , there are somewhat large discrepancies between the spectra of ${ }^{3} \mathrm{He}$ and the scaled spectra of proton, which is still to be understood. Therefore, for this region the invariant spectra of ${ }^{3} \mathrm{He}$ and proton by the CDC were used to estimate the coalescence parameter.

Figure 4.14 shows the coalescence parameters, $B_{A}$, estimated by the CDC data, as a function of the normalized rapidity. The coalescence parameter values decrease with the beam energy. In addition, they are almost independent of the rapidity near the mid-rapidity.


Ru+Ru at 0.4 AGeV


Figure 4.12: Invariant spectra of the light fragments with the powered invariant spectra of protons (dashed lines) calculated by equation 1.5 for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 AGeV . The detail explanation is given in the text.


Figure 4.13: Invariant spectra of the light fragments with the powered invariant spectra of protons (dashed lines) calculated by equation 1.5 for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 1.528 AGeV . The detail explanation is given in the text.

$\mathrm{Ru}+\mathrm{Ru}$


Figure 4.14: Coalescence parameter $B_{A}$ estimated by the coalescence model for most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$. The detail explanation is given in the text.

### 4.3.2 Scaled differential elliptic flow

In order to test the nucleon coalescence scenario, the scaled differential elliptic flows of the light fragments at mid-rapidity $\left(\left|y^{(0)}\right| \leq 0.5\right.$ at 0.4 AGeV and $-0.5 \leq y^{(0)} \leq 0.0$ at 1.528 AGeV ) have been obtained, and compared with those of protons. For the centralities given in table 3.2, the scaled differential elliptic flow, $v_{2} / n$, of the light fragments as function of the scaled transverse momentum, $p_{t} / n$, is presented with the proton data at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$ in figures $4.15,4.16$, and 4.17 . For all investigated centralities, the scaled differential $v_{2} / n$ distributions of the light fragments agree well with that of proton at 0.4 AGeV . This agreement is in accord with nucleon coalescence scenario in heavy-ion collisions. Unfortunately, for the peripheral collisions at 1.528 AGeV , we need to accumulate more statistics.


Figure 4.15: Scaled differential elliptic flow distribution, $v_{2} / n$, of the light fragments as a function of $p_{t} / n$ compared with the proton data for central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.


Figure 4.16: Scaled differential elliptic flow distribution, $v_{2} / n$, of the light fragments as a function of $p_{t} / n$ compared with the proton data for semicentral $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.


Figure 4.17: Scaled differential elliptic flow distribution, $v_{2} / n$, of the light fragments as a function of $p_{t} / n$ compared with the proton data for peripheral $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 (top) and 1.528 (bottom) $A \mathrm{GeV}$.

## Chapter 5

## Part I : Conclusions

In order to understand the characteristics of hot and dense nuclear matter, we have studied the formation of the hydrogen ( $p, d$, and ${ }^{3} \mathrm{H}$ ) and the helium isotopes $\left({ }^{3} \mathrm{He}\right.$ and $\left.{ }^{4} \mathrm{He}\right)$ in ${ }_{44}^{96} \mathrm{Ru}+{ }_{44}^{96} \mathrm{Ru}$ collisions at 0.4 and 1.528 $A \mathrm{GeV}$. First how much particles are produced at the chemical freeze-out point by using the rapidity distribution and total production yield, second the expansion velocity and temperature at mid-rapidity when the fireball reach the thermal freeze-out point, third how the particles move in the compressed fireball by investigating the collective elliptic flow, fourth whether the nucleon coalescence scenario is valid or not by obtaining the coalescence parameter and scaled elliptic flow.

For the most central collisions, We presented the phase-space distributions of the hydrogen and the helium isotopes, corrected for the matching between trackers and time-of-flight detectors and the tracking efficiencies. The rapidity distributions and the production yields of the proton and light fragments were estimated by fitting the invariant spectra by the simple thermal blast model formula. We have obtained the production results of the proton and deuteron being compatible with the reported results in the ref. [16]. And the new results has been presented about the production of ${ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$, and ${ }^{4} \mathrm{He}$. The radial flow velocity and the temperature at the midrapidity were extracted and well agree with the published results [15].

For the central, semicentral, and peripheral collisions, the differential elliptic flow, $v_{2}$, as a function of the transverse momentum, $p_{t}$, of the proton and light fragments has been obtained. The magnitudes of the $v_{2}$ values of the particles increase linearly with $p_{t}$. Furthermore, the $v_{2}$ values for peripheral collisions increase faster than that for central collisions.

We have obtained that the invariant spectra of the light fragments, which were compared with the scaled and powered invariant spectra of protons, for the most central $\mathrm{Ru}+\mathrm{Ru}$ collisions at 0.4 and 1.528 AGeV . The invariant spectra of $d,{ }^{3} \mathrm{H}$, and ${ }^{4} \mathrm{He}$ agree with the scaled and powered invariant spectra of protons. The agreement were very good except for ${ }^{3} \mathrm{He}$ at 1.528 AGeV . There are somewhat large discrepancies between the spectra of ${ }^{3} \mathrm{He}$ and the powered spectra of proton for the low $p_{t}$ region for 1.528 AGeV . The coalescence parameter values decrease with the beam energy, but they are almost independent of the rapidity near the midrapidity.

The scaled differential elliptic flows, $v_{2} / n$, where $n$ is the number of composite nucleons, of the light fragments as a function of the scaled transverse momentum, $p_{t} / n$, were analyzed and compared to that of protons. For all collision centralities, the scaled differential $v_{2} / n$ distributions of the light fragments agree well with that of protons at 0.4 AGeV which is in accord with the nucleon coalescence scenario in heavy-ion collisions. For semicentral collisions at 1.528 AGeV , the scaled differential $v_{2} / n$ distributions of the light fragments are well overlapped with that of proton. For central collisions, the $v_{2} / n$ distributions of the light fragments were agreed with that of proton, but the data for ${ }^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}$ require more number of events particularly for $p_{t} / n>0.5 \mathrm{GeV} / c$. For peripheral collisions, the $v_{2} / n$ distribution of the deuterons agree with the proton data, but other data sets for heavier particles require more statistics. The observed scaling phenomenon of the elliptic flow for light fragments implies the nucleon coalescence scenario in heavy-ion collisions at SIS18 energies.


## PART II

Multigap Resistive Plate Chamber


## Chapter 6

## Part II : Introduction

The resistive plate chamber (RPC) is utilized not only for nuclear and particle physics experiments for the precise time and position measurements of charge particles [51,52] but also for various applications to the neutral particle detection and the imaging device $[53,54]$. The most attractive features of the RPC are the high detection efficiency and good time resolution, fast response to incomming particles, and the low production cost due to the simple structure. These advantages are required features for the construction of large area detector system in high energy nuclear and particle physics experiments. Since 1981, when the RPC operated in streamer mode was developed by Santonico and Cardarelli [55], the RPC has been modified and improved when the experiments demand better performance [56].

The RPC can be classified into the timing and the trigger RPCs. The FOPI at SIS18/GSI has been completed the timing RPC system made of eight gas gaps by using the glass as electrode to increase the momentum reach of the charged kaons up to $1 \mathrm{GeV} / c$ [51]. The schematic diagram of the upgraded FOPI detector is shown in figure 6.1.

The RPC comprises the gas volume which has a consistent gap thickness between two resistive plates as shown in figure 6.2. The popular material of resistive plate is bakelite or glass, depending on the experimental requirements. The variation of the bulk resistivity of the glass plates is less sensitive



Figure 6.1: Schematic diagram of the upgraded FOPI detector with new time-of-flight system.
to the humidity than the bakelite which is very popular material for the trigger RPC [57, 58]. When the charged particles pass through the gas gap, which is filled with the mixed gas, the pair of electrons and positive ions are produced. Usually, the combination of $\mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $\mathrm{SF}_{6}$ are used for the mixed gas. Then, the size of the electron clouds continueously increse by means of the avalanche multiplication process, while they are drifting along electric field lines to the anode plate due to applied high voltage. The created electron cluster induces the signal on the read-out panel.

The simulation model for the RPC operation has been improved by Riegler, Lippmann, and Veenhof [59, 60, 61] to solve the discrepancies between the experimental data and the simulation results. The recent simulation model shows that the average total avalanche charge is given by

$$
\begin{equation*}
Q \approx \frac{e_{0} n_{a v} \alpha}{\lambda(\alpha-\eta)^{2}} e^{(\alpha-\eta) d} \tag{6.1}
\end{equation*}
$$

where $e_{0}$ is the electron charge, $n_{a v}$ is the average number of electrons in a cluster, $\alpha$ is the Townsend coefficient, $\eta$ is the attachment coefficient, $\lambda$ is the

average distance between clusters, and $d$ is the thickness of the gas gap. The average induced charge is given by

$$
\begin{equation*}
Q_{i n d} \approx \frac{E_{W}}{V_{W}} \frac{e_{0} n_{a v}}{\lambda(\alpha-\eta)^{2}} e^{(\alpha-\eta) d} \tag{6.2}
\end{equation*}
$$

where $E_{W}$ is the weighted electric field in the gas gap when the electrical potential $\left(V_{W}\right)$ is applied. The RPC efficiency is, approximately, given by

$$
\begin{equation*}
\varepsilon=1-e^{-\left(1-\frac{\eta}{\alpha}\right) \frac{d}{\lambda}}\left[1+\frac{E_{W}}{V_{W}} \frac{\alpha-\eta}{e_{0}} Q_{t}\right]^{\frac{1}{\alpha \lambda}}, \tag{6.3}
\end{equation*}
$$

where $Q_{t}$ is the threshold value in the unit of Coulomb. The RPC time resolution is, approximately, given by

$$
\begin{equation*}
\sigma_{t}=\frac{1.28}{(\alpha-\eta) v} \tag{6.4}
\end{equation*}
$$

where $v$ is the dirft velocity.
The RPC can be operated in either the avalanche or streamer mode, depending on the strength of the electric field. The gains of the avalanche and streamer modes are around $10^{6}$ and $10^{8}$, respectively. The pulse size of the streamer mode using local discharges is larger than that of the avalanche mode being created by a factor of a few tens. It means that the avalanche mode needs fast signal processing and high gain preamplifier contrary to the streamer mode which does not need any complicated electonics.

For the avalanche mode operation, the discharge appearing in the gap can be reduced in a gap being wider the gap thickness, which results in a relatively bad timing performance. To keep the rate capability and timing performance simultaneously [58, 62, 63], the multigap RPC was developed. The sum of the generated individual clusters in each sub-gap of the multigap RPC induces the pickup signal on the read-out panel. The time resolution of the RPC is determined by the time jitter of the induced signal, occured by the variation of the position of the primary ionization cluster. The time walk in the multi-narrow-gap structure can be reduced by a shorter drift distance than a single-wide-gap. The time walk can be corrected by using the relation between the time and charge distributions as shown in figure 6.4.



Figure 6.2: Operational principle of the single gap RPC.


Figure 6.3: Operational process of the multigap RPC.


Figure 6.4: Correlation between the time and the charge of the induced signals [59].

## Chapter 7

## Part II : Detector Configuration

In this chapter, two prototype multigap RPCs with thin normal glass plates and readout strips will be described. In addition, the front-end-electonics (FEE) developed by the FOPI collaboration at GSI will be introduced.

### 7.1 Design and construction

The thickness of the resistive glass plates was $700 \mu \mathrm{~m}$. The normal glass plates have a very uniform thickness in $0.01 \mu \mathrm{~m}$ tolerance. The bulk resistivity of the glass plates was $1.5 \times 10^{13} \Omega \cdot \mathrm{~cm}$.

The schematic plane and side views are shown in figures 7.1 and 7.2 , respectively. Each RPC consisted of four gas gaps keeping the thickness by fishing line whose diameter is $260 \mu \mathrm{~m}$. The dimension of the active area for each multigap RPC was $15 \times 17 \mathrm{~cm}^{2}$, which was defined by the area of electrodes coated by the graphite ink. The silk screen technique was used to coat a thin graphite electrode layer on the outer surface of the glass plate for the high voltage and ground connections. The surface resistivity of the electrodes for the present RPCs was maintained at about $100 \mathrm{k} \Omega / \square$. Before the graphite coating, the small copper tapes were attached to the glass plates

for the connection of high voltage and ground cables. The soldered high voltage cables on these copper tapes were sealed with high-dielectric hot-melt glue in order to prevent sparks.

For the readout strip planes, an epoxy-glass-plated board, also known as G10, with copper layer attatched was used. The copper layer was etched by using $\mathrm{FeCl}_{3}$ solution after having been masked out the strip whose width was 20 mm with the 2 mm spacing between neighboring strips.

The readout plane was located between two subchambers. Each subchamber consists of two gas gaps in the gas vessel as shown in figures 7.1 and 7.2. For the flow of the mixed gas, the gas-gap thickness ( $260 \mu \mathrm{~m}$ ) was not enough for a direct connection of inlet and outlet connectors ( $\phi=2 \mathrm{~mm}$ ). Therefore, we built a gas vessel made of the acryl boards for the enclosure of the mixed gas and protecting the fragile glass plates from the physical impact.

### 7.2 Front-end-electronics (FEE)

The FEE has been developed by the FOPI collaboration at GSI in order to upgrade the time-of-flight (TOF) system of the FOPI detector [64]. Figure 7.3 is the picture of the FEE card shown with the characteristic description. This FEE card is characterized by a $1-\mathrm{GHz}$ bandwidth, good time resolution and adjustable gain. One test input receives the logic pulse then creates the analog and logic pulses through all output channels. Four input channels have the analog and logical output channels each. The power of the FEE card for $+12 \mathrm{~V}(0.35 \mathrm{~A}),+6 \mathrm{~V}(0.06 \mathrm{~A})$, and $-6 \mathrm{~V}(0.25 \mathrm{~A})$ is applied by the Agilent low voltage power supply, N6700 and 6743B. The current values in the parenthesis above are the loaded ones on the FEE. The analog output signals were amplified once more (as much as a fraction of two, but adjustable) for the time output signals.

For the present RPC test, we set at 100 for the gain of the FEE. The test input pulse (left) from the pulse generator and the amplified output pulse (right) via the preampifier on the FEE card are shown in figure 7.4 in the avalanche mode operation. In figure 7.5, the raw (Ch2) and the amplified



Figure 7.1: Schematic plane view of a multigap RPC with its dimensions.


Figure 7.2: Schematic side view of a multigap RPC with its dimensions.



Figure 7.3: Picture of the FEE.
(Ch1) signals from the multigap RPC at the atmospheric pressure at 5.2 kV with $90 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \% i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $5 \% \mathrm{SF}_{6}$ are shown. Channel 3 is the coindence signal from four scintillation detectors.


Figure 7.4: Test input pulse (left) and the amplified pulse (right) from the FEE. For the present test, we set at 100 for the gain of the FEE.


Figure 7.5: Raw signal (Ch2) from the multigap RPC with $90 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \%$ $i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $5 \% \mathrm{SF}_{6}$ at the atmospheric pressure and the amplified signal (Ch1) with the gain of 100 via the FEE. Channel 3 is the coindence signal from four scintillation detectors.


## Chapter 8

## Part II : Experimental setup

Because of the limited number of the electronics channels, we have measured the efficiency and the time resolution of the multigap RPCs with different setups. We operated the chambers in the avalanche mode.

### 8.1 Efficiency measurement

The trigger signals were the coincident signals from four scintillating counters. Two counters were placed below and the other two were placed above the multigap RPC, as shown in figure 8.1. Due to the limited number of the electronics channels, we read out only four strips from each RPC. One end of each strip was connected to the $50 \Omega$ coaxial cable and the other end was connected to $50 \Omega$ resistor.

Figure 8.2 shows the data acquisition (DAQ) setup for the efficiency measurement. When the charged particles hit the scintillating counters, light pulses entered photomultiplier tubes (PMTs) (Hamamatsu R2083) [36], which could be characterized by very fast responses with rise and electron transit times of 0.7 and 16 ns , respectively. The output signals from the PMTs were fed into the discriminator (CAEN N417), whose threshold voltage and the width of the output pulse were set at -30 mV and 40 ns , respectively. Then,



Figure 8.1: Schematic diagram of the experimental setup for the efficiency measurment.
the output logic pulses were fed into the 4 -fold logic unit (LeCroy 365AL) to provide the coincidence signal, which was fed into a common START of the time-to-digital converter (TDC) (LeCroy TDC 2228A). One bin of the TDC was set at 50 ps , which is consistent with 100 ns full maximum ranges in a 10 bit data structure.

On the RPC side, the discriminator (LeCroy 623B) was used to exclude the noise and convert the analog outputs ( $Q_{\text {out }}$ ) of the FEE to large-width logic signals, because the TDC only recognizes logic pulses with widths larger than 5 ns. The threshold of the discriminator was set with -40 mV , which is consistent with -80 mV for the FEE card. The output signals of the discriminator were fed into the STOPs of the TDC.

### 8.2 Time resolution measurement

Figures 8.3 and 8.4 show the schematic diagrams of the experimental


Figure 8.2: Schematic diagram of the DAQ system for the efficiency measurment.
setup and DAQ for the time resolution measurement. For the time resolution measurment, we used only one strip for the each RPC due to the limited number of channels for the FEE. The logical OR of the FEE was used for the time reference, which is the common START of the TDC, because the intrinsic time resolution of the multigap RPCs would be better than that of the scintillating counters. The coincidence signals from the four scintillating counters was served as trigger signals. In addition, the large-width 30 ns logical OR converted by a discriminator was used as the gate signal for the analog-to-digital converter (ADC) (LeCroy ADC 2249A).

The time outputs ( $T_{\text {out }}$ ) of the FEE from both ends of a strip for each RPC were fed into the STOPs of the TDC. For the analysis, we took an average of two time signals for each RPC. The analog outputs ( $Q_{\text {out }}$ ) of the FEE were transferred to the Charge signals of the ADC. One bin of the ADC was fixed at 0.25 pC . Later the average of two analog signals was used for the slewing correction.

The measured time resolution includes the contribution from the RPCs and electronics. By testing with the pulse generator, we determined the time resolution of the electronics ( $\sigma_{\text {elec }}$ ) to be 15 ps , which will be subtracted from the measured time resolution.



Figure 8.3: Schematic diagram of the experimental setup for the time resolution measurment.


Figure 8.4: Schematic diagram of the DAQ system for the time resolution measurment.

## Chapter 9

## Part II : Experimental Results

In this chapter, the results of the efficiency and time resolution measurements will be presented. Two kinds of gas mixtures at atmospheric pressure were used: $85 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \% i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $10 \% \mathrm{SF}_{6}$ (gas mixture 1) and $90 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5 \% i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $5 \% \mathrm{SF}_{6}$ (gas mixture 2). The efficiencies were measured at both gas mixtures and the time resolutions were measured with gas mixture 1. These RPCs were tested previously with cosmic ray muons in the streamer mode operation with $93 \% \mathrm{C}_{2} \mathrm{~F}_{4} \mathrm{H}_{2}, 5.5 \% i-\mathrm{C}_{4} \mathrm{H}_{10}$, and $1.5 \%$ $\mathrm{SF}_{6}$ at the atmospheric pressure [65].

### 9.1 Efficiency

The efficiencies of the multigap RPC as a function of the applied high voltage has been measured with cosmic ray muons. The results are shown in figure 9.1, where the filled and open symbols represent the results for the gas mixture 1 and 2 , respectively. Because of a larger $\mathrm{SF}_{6}$ fraction in the gas mixture, the efficiency curves for the gas mixture 1 are shifted towards higher applied voltages. The RPC1 and RPC2 show a typical plateau behavior of the RPC and reach $90 \%$ at around 6.2 kV . The operational high-voltage plateau

range of the multigap RPCs is at least 400 V .
The error of the efficiency is calculated from the binomial distribution function [36]. The probability of success $P(r)$ is given by

$$
\begin{equation*}
P(r)=\frac{N!}{r!(N-r)!} p^{r}(1-p)^{N-r}, \tag{9.1}
\end{equation*}
$$

where $p$ is the probability of success in a single trial. If we try $N$ times with efficiency $\epsilon$, the mean $\mu$, the variance $\sigma$, and the efficiency $\epsilon$ with the error $\delta$ are given by

$$
\begin{gather*}
\mu=N p,  \tag{9.2}\\
\sigma=\sqrt{N p(1-p)},  \tag{9.3}\\
\epsilon \pm \delta=\left(\frac{\mu \pm \sigma}{N}\right) \times 100(\%)=\left(p \pm \sqrt{\frac{p(1-p)}{N}}\right) \times 100(\%) \tag{9.4}
\end{gather*}
$$

Originally, two multigap RPCs were constructed in exactly same design and production procedure. But the efficiency curves show that the induced charge distribution between RPC1 and RPC2 could be different at the same applied high voltage as shown in figure 9.2. The RPC2 shows bigger streamer fraction then RPC1 at $\mathrm{q}>40 \mathrm{pC}$. We can also anticipate that the total thickness of the gas gaps between RPC1 and RPC2 can be slightly different.

### 9.2 Time resolution without correction

We measured the time resolution of the present multigap RPCs at the operational plateau region. In figure 9.3, the raw time distributions at both ends of strips are shown at 6.4 kV . Similar distributions are also shown at 6.2 and 6.6 kV . One side of strip for each RPC is labeled as R and the other as L. Time difference spectra at 6.4 kV is given in figure 9.4 and the spectra at other high voltages in the operational plateau looked alike. Here, the time



Figure 9.1: Efficiency of two multigap RPCs measured with cosmic ray muons as a function of the applied high voltage. The filled symbols are for gas mixture 1 with a larger fraction of the $\mathrm{SF}_{6}$ component. The dash-doted line indicates $90 \%$ efficiency.



Figure 9.2: Raw charge distributions at both ends of strips of the RPC1 (top) and RPC2 (bottom) at 6.4 kV . One side of strip for each RPC is labeled as R , and the other as L . The pedestal values of the ADC are $q_{R P C 1 R P}=1.56 \mathrm{pC}$, $q_{R P C 1 L P}=1.56 \mathrm{pC}, q_{R P C 2 R P}=1.25 \mathrm{pC}$, and $q_{R P C 2 L P}=1.31 \mathrm{pC}$, respectively.
difference between RPC1 and RPC2 is defined as

$$
\begin{equation*}
\Delta t=<t_{R P C 1}>-<t_{R P C 2}>=\left(\frac{t_{R P C 1 R}+t_{R P C 1 L}}{2}\right)-\left(\frac{t_{R P C 2 R}+t_{R P C 2 L}}{2}\right) \tag{9.5}
\end{equation*}
$$

The solid line in figure 9.4 represents the Gaussian fit function to the peak of the $\Delta t$ distribution. The width, $\sigma$, of the fit function is 153 ps , which reflects the time uncertainties due to both RPCs. Assuming the time characteristics of two RPCs are identical, the time resolution of each RPC is obtained about 108 ps by dividing $\sigma$ by $\sqrt{2}$.

Since 108 ps reflects the time resolution contributed not only by the RPC itself but also by the electronics, we can subtract the contribution by the electronics by using $\sqrt{\left(\sigma_{R P C}\right)^{2}-\left(\sigma_{\text {elec }}\right)^{2}}$. If we substitute 15 ps for $\sigma_{\text {elec }}$ (see section 8.2), the time resolution that contains only the RPC effect becomes about 107 ps , and we find that the effect of the electronics is about $1 \%$.

The non-Gaussian tail component of the time difference distribution is one of the characteristics for the gaseous time-of-flight detectors [43]. The tail fraction $\left(f_{\text {tail }}\right)$ is defined by the ratio of the integrated yield ( $S_{\text {Gaus }}$ ) outside the Gaussian fit function to the total integration $\left(S_{t o t}\right)$ of the time difference spectrum:

$$
\begin{equation*}
f_{t a i l}=\frac{S_{t o t}-S_{\text {Gaus }}}{S_{t o t}} \tag{9.6}
\end{equation*}
$$

The tail fraction for $\pm 5 \sigma$ is about $2.3 \%$ before the slewing correction. Usually the gaseous time-of-flight detectors require $f_{\text {tail }}$ less than $3 \%$ [66].

### 9.3 Time resolution with slewing correction

In order to improve the time resolution of the RPCs, we estimated and corrected the slewing (or walk) effect due to the variation of the pulse size. The raw charge distributions at both ends of the strip for the multigap RPCs at 6.4 kV are shown in figure 9.2. The correlations between the average time, $\left\langle t_{R P C}\right\rangle$, from the TDC and the average charge, $\left\langle q_{R P C}\right\rangle$, from the ADC



Figure 9.3: Raw time distributions at both ends of strips of the RPC1 (top) and RPC2 (bottom) at 6.4 kV . One side of strip for each RPC is labeled as R and the other side as L .


Figure 9.4: Raw spectra for the time difference between two multigap RPCs at 6.4 kV . The solid line is the Gaussian fit function to the peak.
are shown in figure 9.5 for the RPC1 (left) and RPC2 (right) before (top) and after (bottom) the slewing correction. Both RPCs do not show strong correlation between $\left\langle t_{R P C}\right\rangle$ and $\left\langle q_{R P C}\right\rangle$ at above $\left\langle q_{R P C}\right\rangle \geq 25 \mathrm{pC}$. For the slewing correction of RPC2, we take only $\left\langle q_{R P C}\right\rangle$ for RPC1 larger than 25 pC and vice versa. The cross symbols show the mean values of the profile distributions of $\left\langle t_{R P C}\right\rangle$ vs. $\left\langle q_{R P C}\right\rangle$. The raw profile distributions in the top panel are fitted by using the following function (thick solid line):

$$
\begin{equation*}
<t_{R P C}>=A \cdot \exp \left(\frac{B}{\left\langle q_{R P C}>\right.}\right)-C . \tag{9.7}
\end{equation*}
$$

The fitted parameters $A, B$, and $C$ for each RPC are summarized in table 9.1. The bottom panels of figure 9.5 shows the correlation between $\left\langle t_{R P C}\right\rangle$ and $\left\langle q_{R P C}\right\rangle$ after the slewing correction for each RPC. Finally, we see that the average time becomes insensitive to the size of the pulse.

After we perform the slewing correction for each RPC, the time difference spectrum at 6.4 kV is displayed in figure 9.6. The solid line is the Gaussian fit function to the peak. Assuming that the time characteristics of


| Detector | H.V. $(\mathrm{kV})$ | $A(\mathrm{~ns})$ | $B\left(\mathrm{pC}^{1 / 2}\right)$ | $C(\mathrm{~ns})$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 6.2 | 12.9 | 0.037 | 0.11 |
| RPC 1 | 6.4 | 12.9 | 0.027 | 0.08 |
|  | 6.6 | 12.9 | 0.032 | 0.11 |
|  | 6.2 | 12.7 | 0.032 | 0.29 |
| RPC 2 | 6.4 | 12.7 | 0.032 | 0.31 |
|  | 6.6 | 12.8 | 0.015 | 0.24 |

Table 9.1: Fit parameters of equation 9.7 for the slowing correction.
two RPCs are identical, we determined the intrinsic time resolution of one RPC as 89 ps by dividing $\sigma$ by $\sqrt{2}$. The tail fraction for the $\pm 5 \sigma$ cut is about $2.2 \%$ which is increased after the slewing correction but still satisfy the usual limit of the performance for the gaseous time-of-flight detectors.

Figure 9.7 summarizes the time resolution (top) and the tail fraction (bottom) of the multigap RPC as function of the high voltage in the operational plateau region. The $\sigma_{R P C}^{N O C O R}$ without the slewing correction is about 110 ps and the $\sigma_{R P C}^{C O R}$ with the slewing correction is reached around 90 ps . The $\chi^{2} /$ dof of all time resolution is $3 \sim 6$ and the slewing correction improved the results by about $10 \%$. In addition, the tail fraction of the time spectra for the $\pm 5 \sigma$ cut is about $2 \%$, which is the satisfying performance of the time-of-flight measurement, and the slewing crrection worsened it only by $0.5 \%$.


Figure 9.5: Correlation between the average time from the TDC, $\left\langle t_{R P C}\right\rangle$, and the charge from the $\mathrm{ADC},\left\langle q_{R P C}\right\rangle$, for the RPC1 (left) and RPC2 (right) before (top) and after (bottom) the slewing correction. The cross symbols show the mean values of the profile distributions of $\left\langle t_{R P C}\right\rangle$ vs. $\left\langle q_{R P C}\right\rangle$. The thick solid lines in the top panel are the fit function to the raw profile distributions. For the slewing correction of RPC2, we take $\left\langle q_{R P C}\right\rangle$ for RPC1 larger than 25 pC and vice versa.


Figure 9.6: Time difference spectrum between two RPCs at 6.4 kV after the slewing correction. The solid line is the Gaussian fit function to the peak.


Figure 9.7: Time resolution and tail fraction of the multigap RPC measured with cosmic ray muons. Closed squares and circles are the time resolutions before and after the slewing correction, respectively. Open squares and circles are the tail fractions for the $\pm 5 \sigma$ cut before and after the slewing correction, respectively.

## Chapter 10

## Part II : Conclusions

We have designed and built two prototype multigap RPCs made of normal glass plates with read-out strip. The characteristics of the RPCs have been investigated in the avalanche mode with two kinds of gas mixtures by using the cosmic-ray muons. The results obtained with the streamer mode have been published previously [65], and this thesis presents the experimental results for the avalanche mode operation.

The efficiency of the RPCs as a function of the high voltage showed a typical plateau behavior with a maximum efficiency larger than $90 \%$. we measured that the operational plateau region extends at least 400 V .

For the analysis of the time resolution, the most important improvement came from the slewing correction which remove the dependence of the size of pulse on the timing performance. In the operational plateau region, the slewing correction reduces the time resolution by about $10 \%$, which makes the intrinsic time resolution of the RPC about 90 ps . Compared to the time resolution of the same RPCs in the streamer mode, which is 340 ps [65], avalanche mode operation provides a time resolution improved by about a factor of four. In the meantime, the non-Gaussian tail fraction, which is about $2 \%$, of the time spectrum are not affected by the slewing correction.

Through the present measurement, the excellent performance of the multigap RPCs has been demonstrated by means of the efficiency, the time

resolution, and the tail fraction. And, finally, the present design of the multigap RPCs can be used in collision experiments for the charge particle identification.
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